
Supplemental 3C-G-R-65-2 CopyNo: Repo, i 
N A T I O N A L  AERONAUTLCS -AND SPACE A D M I N I S T R A T I O N  

2' 
c 

'.*...a 

... e 

) . . a  ... 
' . . I  ... 
+ . . a  
D O . 1  ... 
1 0 . 1  
0 . .  
) . . I  
0 . 0  

) . . I  ... 
b m O I  ----. w w e 

. . . . . . e  I 
. . . . . . e .  . . . . . . . 
. . . . . . . e  . . . . . e .  . . . . . . . . 

z 

4 4  
tn0 
4 s p  
!z= 
-0 

? E  

DISTFUBUTION AND REFERENCING 

This paper i s  not suitable for general distribution or referencing. It may be referenced 
only in other working correspondence and documents by participating organizatibns. . . . . . . . . . . . . . . . i i  . . . . . . . 

M A N N E D  S P A C E C R A F T  C E N T E R  
HOUSTON, T E X A S  

JUNE 1965 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . .  . . . . .  
-.e.:.% . .  . . .  I . .  w7+-w,02 - c, 



c 

. 

UNCLASSIFIED 

MSC - G-R -65 -2 

Q N I N I  PROGRAM MISSION RXPORT GT-3 

Gemini 3 

Supplemental Report 10 

ANALYSIS OF SPACECRAFT ONBOARD [" 
COMPUTER PERFORMANCE 

Prepared by: Internat ional  Business Machines, Inc. 
Federal Systems Division 
Space Guidance Center T 
Owego, New York { 

GT-3 Miss ion-  Evaluation Team I+ 

Authorize d for d i s t r ibu t ion  : 
1 ()A 1 

Charles W .  Mathews 
Manager, G e m i n i  Program Office 

NATIONAL AERONAUTICS AND SPACE ADMINISTRATION 

Manned Spacecraft Center 

Houston, Texas 

June, 1965 

UNCLASSIFIED 



c 

. 

U NC LA SS IF1 ED 
CONTENTS 

iii 

Sect ion Page 

1.0 INTRODUCTION . . . . . . . . . . . . . . . . . . . . .  1-1 

2.0 GT-3 ASCENT POSTFLIGHT ANALYSIS . . 2-1 

2.1 Analytic Approach . . . . . . . . . . . . . . . .  2-1 
2.2 Analysis of Ascent IMU Anomaly . . . . . . . . .  2-3 

2.2.1 Definition of Platform Anomaly . . . . . .  2-3 
Corrected . . . . . . . . . . . . . . . .  2-5 2.2.2 Mission Reconstruction . Platforb Data 

2.3 Discussion of Ascent Flight Reconstruction . . .  2-6 
2.3.1 

2.3.2 Position and Velocity Comparisons . . . .  2-10 
2.3.3 Platform Azimuth Alinement . . . . . . . . .  2-12 

Gimbal Angle and Attitude Error 
Behavior . . . . . . . . . . . . . . . . . .  2-7 

2.3.4 ICs Injection Conditions . . . . . . . . .  2-13 
2.3.5 Navigation Accuracy . . . . . . . . . . .  2-14 
2.3.6 IVAR and IVI Operation . . . . . . . . . .  2-14 

Synchronization . . . . . . . . . . . . .  2-16 2.3.7 IGS Discretes and Lift-off 

2.4 Conclusions . . . . . . . . . . . . . . . . . . .  2-17 
2.5 Recommendations . . . . . . . . . . . . . . . . .  2-19 

3.0 GT-3 REENTRY POSTFLIGHT ANALYSIS . . 3-1 

3.1 Summary of Results . . . . . . . . . . . . . . .  3-1 
3.2 Description of the Program . . . . . . . . . . .  3-2 
3.3 Reasons for Differences . . . . . . . . . . . . .  3-3 
3.4 Conclusions and Recommendations . . . . . . . . .  3-5 

4.0 REFERENCES . . . . . . . . . . . . . . . . . . . . . .  4-1 

UNCLASSIFIED 



iv U N C LASS IF I ED 
TABLES 

Table 

2-1 IGS NAVIGATION ERRORS . . . .  . 
2-11 GIMBAL ANGLES AND ATTITUDE ERRORS 

2-111 PITCH ATTITUDE ERROR ANALYSIS . . 
2-IV POSITION AND VELOCITY COMPARISON 

2-v PLATFORM AZIMUTH MISALINEBENT . . 
2-VI IGS INJECTION CONDITIONS . . . .  
2-VI1 IVAR OPERATIONS . . . . . . . . .  

Page 

. . . . . . . . . .  2-20 

. . . . . . . . . .  2-21 

. . . . . . . . . .  2-22 

. . . . . . . . . . .  2-23 

. . . . . . . . . .  2-24 

. . . . . . . . . .  2-25 

. . . . . . . . . . .  2-26 
2-VI11 IGS DISCRETE EVENTS . . . . . . . . . . . . . . . . . .  2-27 
2-IX LIFT-OFF SYNCHRONIZATION WORK SHEET . . . . . . . . . .  2-28 
3-1 DCS QUANTITIES USED IN FLIGHT RECONSTRUCTION . . . .  3-6 

3-11 COMPARISON OF GT-3 TELEMETRY DATA (T/M) WITH 
RECONSTRUCTED DATA (R/C) . . . . . . . . . . . . . . .  3-7 

. 

UNCLASSIFIED 



UNCLASSIFIED 
F I G U R E S  

Figure 

2 -1 

2 -2 

2-3 

Page 

2-30 

2-31 

Platform i n e r t i a l  element o f f se t  . . . . . . . . .  
Comparison of RGS and I G S  i n e r t i a l  a t t i t u d e  . . .  I -  

t 
Error charac te r i s t ics  of Z-accelerometer based 

on FORTRAN IGS data . . . . . . . . . . . . . .  2-32 

2 -4 Error charac te r i s t ics  of X-accelerometer based 
on FORTRAN I G S  data  . . . . . . . . . . . . . .  2-33 

2-34 

2-35 

2-5 

2-6 

Radial veloci ty  based on FORTRAN I G S  data . . . .  
Pitch command based on FORTRAN I G S  data  . . . . .  

2-7 Time-to-go t o  SECO 

(a )  FORTRAN IGS data  . . . . . . . . . . . . . .  
(b) GT-3 f l i gh t  data . . . . . . . . . . . . . .  
( c ) Operational Program . . . . . . . . . . . . .  

2-36 
2-37 
2-38 

2-8 

2-9 

R o l l  command based on GT-3 f l i g h t  data . . . . . .  2-39 

Yaw command 

(a)  GT-3 f l i gh t  data . . . . . . . . . . . . . .  
(b) Operational Program . . . . . . . . . . . . .  2-40 

2-41 

2-42 2-10 

2-11 

3-1 

Pi tch  command . . . . . . . . . . . . . . . . . .  
2-43 Velocity magnitude following SECO . . . . . . . .  
3-8 Reentry mission reconstruction program . . . . . .  

UNCLASSIFIED 



i -  

UNCLASSIFIED 1-1 

1.0 INTRODUCTION 

This repor t  presents  an analysis  of t he  spacecraft  onboard-computer 
performance based on reconstructions of t h e  ascent and reentry port ions 
of t h e  Gemini 3 (GT-3) mission. This report i s  a composite of t h e  infor-  
mation contained i n  reports C.D. No. 3-260-6090, C.D. No. 3-260-6097, and 
C.D. No. 3-260-7001 prepared by: 

In te rna t iona l  Business Machines Corporation 
Federal Systems Division 
Space Guidance Center 
Owego, New York 

These three  documents contain p lo ts  of t he  reconstructed telemetry data 
as w e l l  as ac tua l  GT-3 f l i g h t  data and are avai lable  upon request ,  from: 

Gemini Program Office F i l e s ,  GA 
National Aeronautics and Space Administration 
Manned Spacecraft Center 
Houston Texas 77058 

This repor t  is  published and d is t r ibu ted  as Supplement 10 t o  the  
Gemini Program Mission Report, Gemini 3 (GT-3) 
Apri l  1965, by : 

NASA-MSC-G-R-65-2, dated 

GT-3 Mission Evaluation Team 
National Aeronautics and Space Administration 
Manned Spacecraft Center 
Houston, Texas 77058 

UNCLASSIFIED 
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2.0 GT-3 ASCENT POSTFLIGHT ANALYSIS 

This sec t ion  presents  the r e s u l t s  of t he  ana lys i s  of t h e  performance 
of the  spacecraft onboard computer during the ascent phase of t he  GT-3 
f l i g h t .  

The purpose of t h i s  study was t o  ve r i fy  t h a t  no anomalies occurred 
i n  the  computer o r  i t s  program d u r i n g  the  prelaunch and ascent phases of 
the  f l i g h t  and t o  analyze the i n e r t i a l  measurement u n i t  (IN) measure- 
ment e r ro r  observed during t h e  f l i g h t .  
t he  e r r o r  and i t s  possible causer is  documented i n  sect ion 2.2 of t h i s  
repor t .  

An invest igat ion of t h e  nature of 

T h i s  study was made using t h e  Operational Program in t e rp re t ive  simu- 
l a t i o n  which executes a Gemini computer program tape (magnetic) on the 
7090 data processing system (DPS). 
metic and Gemini word length. In  addition, severa l  associated simulation 
runs were made using an a l l  FORTRAN model of t he  Gemini d i g i t a l  computer 
(GDC) ascent mode. These runs aided in  the  analysis  of t he  IMU measure- 
ment e r ro r  which occurred during the f l i g h t .  

The simulation uses f ixed  point  ari th- 

I n  the following sect ions,  t he  implementation of t h e  study and re- 
s u l t s  are discussed, t he  conclusions reached a re  reported and recommenda- 
t i o n s  are m a d e .  

2 .1  Analytic Approach 

T h i s  pos t f l i gh t  analysis  e f fo r t  i s  based on reconstruction of the 
GT-3 f l i g h t  which w a s  accomplished by supplying ac tua l  gimbal angle and 
summed acceleration data taken from t h e  f l i g h t  telemetry t o  an interpre-  
t i v e  simulation of the  GDC program. In  t h i s  manner, t h e  performance of 
t he  onboard computer can be ve r i f i ed  by comparing pos i t ion ,  ve loc i ty  and 
a t t i t u d e  e r r o r  data obtained from the simulated GDC with corresponding 
telemetry data. Since ac tua l  f l i g h t  data i s  used i n  the reconstruction 
simulation, the in-f l ight  performance can be reproduced w i t h  a high de- 
gree of accuracy. 
n e t i c  program tape on the 7090 DPS. 
v e r i f i c a t i o n  of the performance of the computer mathematics w i t h  p a r t i -  
cu l a r  regard t o  parameter sca l ing ,  fixed point ar i thmetic ,  sh i f t i ng  and 
log ic  operations, and Gemini subroutine operation. This simulation, when 
supplied w i t h  a c t u a l  acceleration and a t t i t u d e  information i s  a very use- 
ful too l  f o r  ver i fying GDC i n f l i g h t  performance. 

The GDC in te rpre t ive  simulation executes a Gemini mag- 
Use of the ac tua l  program permits 
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Before attempting f l i g h t  reconstruct ion,  t he  telemetry da t a  i s  mani- 
The values of time, summed acceleration pulated i n  the following manner. 

components, and gimbal angles a r e  p lo t ted  against  t h e  telemetry frame num- 
ber which i s  referenced t o  an a r b i t r a r y  frame p r i o r  t o  platform re lease  
(umbilical disconnect). This procedure revea ls  any bad da ta  points  which 
are then corrected by replacement w i t h  da t a  obtained from other  telemetry 
s ta t ions .  After correct ing any bad data poin ts ,  t h e  intermediate values 
of t i m e  i n  the  GDC which do not appear on telemetry because of transmis- 
sion rate (one frame every 2.4 seconds) are reconstructed. This opera- 
t i o n  was automated on t h e  7090 DPS using GDC delta T information contained 
i n  reference 1. Special areas such as platform re lease ,  l i f t - o f f ,  stage I1 
guidance i n i t i a t e ,  and SECO countdown were reconstructed manually t o  obtain 
more detail i n  t h e  f l i g h t  p ro f i l e .  
table of data  which represents  t h e  f l i g h t  p r o f i l e .  This  t a b l e  i s  then 
used t o  provide IMU i n f l i g h t  measurements and GDC clock t i m e s  t o  t h e  in- 
t e r p r e t i v e  simulation. 

The r e s u l t  of these  operations i s  a 

A t  t h e  beginning of each computation cycle the  appropriate values of 
d e l t a  T ,  change i n  summed acceleration ( th ree  components), and gimbal an- 
g l e s  are supplied t o  t h e  simulated GDC program. 
one of t h e  intermediate times which was inser ted  in  the  telemetry data, 
l i n e a r  in te rpola t ion  between adjacent telemetry frames i s  used t o  compute 
gimbal angle and summed acceleration da ta  f o r  the intermediate t i m e .  A l l  
parameters are t r e a t e d  i n  quantum form and remainders a re  saved t o  keep 
t h e  reconstructed p r o f i l e  coincident wi th  t h e  f l i g h t  p r o f i l e .  

I f  t h e  computer time is 

Because no telemetry frames a re  generated between clock and accelero- 
meter readings, t h e  summed acceleration da ta  i s  time cor re la ted  t o  within 
t h e  accuracy of t h e  telemetry t i m e  (15 msec). 
were biased by approximately 7.6 msec t o  remove some of t h e  e r r o r  r e su l t -  
ing from the  telemetry t i m e  t runcat ion.  The gimbal angle information, t d  
be s t r i c t l y  cor rec t ,  is  subject t o  time cor re la t ion  using t h e  flow t a g  
da ta  transmitted on telemetry. However, s ince the gimbal rates are in 
general s m a l l ,  no s igni f icant  e r r o r s  were introduced by assuming t h a t  t h e  
gimbal angles a r e  associated with t h e  time t ransmit ted.  For the  same rea- 
son t h e  e r rors  introduced by allowing t h e  angles t o  remain constant during 
the  computation cycle a r e  a l so  small. The simulated GDC was a l s o  supplied 
with a platform re lease  d i sc re t e ,  l i f t - o f f  synchronization time and two 
azimuth updates. 

The simulated computer times 

I n  order t o  evaluate t h e  e f f e c t  of t h e  IMU measurement e r r o r  during 
f l i g h t ,  a separate FORTRAN f l i g h t  simulation w a s  exercised. Data f o r  t h i s  
simulation was obtained by comparing the  IMU summed acceleration da ta  with 
corresponding radar  tracking da ta  obtained from Space Technology Laborator- 
i e s  (STL). Manipulation of t h e  differences i n  t h e  acce lera t ion  p r o f i l e s  
from these two sources resu l ted  i n  an  e r r o r  cha rac t e r i s t i c  f o r  t h e  IMU. 
The acceleration and gimbal angles measured by t h e  IMU were then t rans-  
formed through t h i s  err  n a f l i g h t  p r o f i l e  more 

. 
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c lose ly  representat ive of t h e  actual  p ro f i l e .  This corrected p r o f i l e  was 
then used i n  a FORTRAN simulation of t he  GDC ascent mode t o  determine the  
e f f e c t  of t h e  e r ro r  on i n e r t i a l  guidance system (IGS) guidance character-  
i s t i c s .  The GT-2 pos t f l i gh t  analysis  report  (ref.  2) demonstrated good 
agreement between t h e  FORTRAN and in te rpre t ive  simulations. 
was decided t h e  FORTRAN simulation was adequate for t h i s  port ion of t he  
analysis  . 

Therefore, it 

Section 2.2 of t h i s  report  contains a detailed discussion of the IMU 
er ro r  and the  r e s u l t s  obtained during t h i s  study. 

2.2 Analysis of Ascent IMU Anomaly 

Th i s  sect ion deals w i t h  the  analysis of t h e  IMU anomaly which w a s  
experienced during launch. The various possible causes considered are 
discussed, the  most probable cause is described, and f i n a l l y  a mission 
reconstruction was performed t o  evaluate ICs performance i n  t h e  absence 
of the IMU anomaly. 

2.2.1 Definit ion of Platform Anomaly.- The large p i tch  a t t i t u d e  
e r r o r s  which were obtained f romthe  IGS la te  during stage I1 guidance 
made it evident t h a t  an excessive navigation e r r o r  occurred during as- 
cent.  Preliminary analysis  indicated t h e  IGS radial veloci ty  was consid- 
erably i n  e r r o r  and subsequent analysis by Space Technology Laboratories 
(STL) supported t h i s  observation. Comparison of I G S  summed accelerat ion 
and MISTRAM tracking data indica te  t h a t  a +40 f p s  and a -125 fps  e r ro r  is  
present i n  the  X and Z summed acceleration data following SECO. 

The mission reconstruction, which is  discussed in  more d e t a i l  later 
i n  t h i s  r epor t ,  provided posi t ion and ve loc i ty  comparisons a t  L0+360 sec-. 
onds t o  within 75 f t  and 0.4 fps  on a l l  axes. Thus it was concluded t h a t  
the  e r r o r  was introduced pr ior  t o ,  o r  a t ,  the  IMU-digital computer i n t e r -  
face.  Furthermore, the  cor re la t ion  of  t h e  veloci ty  e r rors  on t h e  p l a t -  
form X- and Z-axis ru l e s  out t he  GDC i n t e r f ace  as a possible cause because 
c m o n  computer hardware i s  used t o  accumulate a l l  accelerometer inputs .  
It w a s  highly doubtful t ha t  t h e  in te r face  hardware could f a i l  i n  such a 
manner as t o  produce a correlated e r ror  i n  t h e  X- and Z - a x i s  and v i r t u a l l y  
no e r ro r  along the  Y-axis. 

The following fac tors  were thus suggested as probable causes of the 
navigation e r r o r  w i t h  the  first being considered most l i k e l y :  

(a) Excessive platform Y-gyro dr i f t  which r e s u l t s  i n  a p i t ch  down 
r o t a t i o n  of t h e  i n e r t i a l  reference.  



2-4 

(b)  Momentary p i t ch  gimbal loop s t a b i l i z a t i o n  loss, perhaps due t o  
a s l i p  r ing  open, which r e s u l t s  i n  a s h i f t  of 0.5' t o  0.6' (p i t ch  down) 
of t he  platform s t ab le  element. 

The f ac t  tha t  a cor re la ted  e r r o r  appears i n  the X- and Z - a x i s  sug- 
gested tha t  the i n e r t i a l  element had sh i f t ed  or  was d r i f t i n g  from i t s  
i n e r t i a l  reference and ru led  out t he  p o s s i b i l i t y  of la rge  in te rmi t ten t  
sca le  f ac to r  or  bias changes i n  t h e  IMU Z-accelerometer data. 

The poss ib i l i t y  of a temporary closure of t h e  IMU o r b i t  rate torqu- 
ing r e l ay  was considered but w a s  ru led  out after inspection of the Y-gyro 
torquing current ,  which i s  monitored on telemetry. 

O f  the  t w c  possible  causes l i s t e d  above, t h e  first is  considered the 
most probable f o r  t h e  following reasons: 

( a )  Detailed ana lys i s  of t h e  ve loc i ty  e r r o r  increase over severa l  
periods of t i m e  indicated a varying stable element misorientation was 
required t o  produce the e r r o r  h i s tory  (see f i g .  2-1). 

( b )  The launch vehicle p i t c h  rate between LO+lgO and L0+330 seconds 
is  0.05 deg/sec o r  l e s s .  
t h e  stable element during t h i s  period of t i m e  should be seen as a rap id  
change i n  IGS measured p i t ch  gimbal angle. Detailed inspection of t h i s  
data i n  f igure 2-2 w i l l  conclusively ind ica te  t h a t  a sudden reference 
s h i f t  d id  not occur during t h i s  time in t e rva l .  

Thus, any sudden s h i f t  in  t h e  or ien ta t ion  of 

The p o s s i b i l i t y  of a reference s h i f t  occurring more slowly was a l s o  
investigated. 
c i r c u i t r y  would have detected the presence of s ign i f i can t  e r r o r s  between 
gyro and s tab le  element or ien ta t ion  within 4 seconds. 

This w a s  discarded because the  IMU a t t i t u d e  malfunction 

( c )  Detailed comparison of launch vehicle t h r u s t  a t t i t u d e  as com- 
puted by the  General E lec t r i c  (GE)/Burroughs system, and the  I G S  p i t ch  
gimbal angle h i s to ry  between LO+25O and L0+300 seconds ind ica t e s  t h e  
presence of a platform p i t ch  misorientation (see f i g .  2-2). The rad io  
guidance system (RGS) data p lo t ted  i s  bas i ca l ly  the  p i t c h  a t t i t u d e  
of the  th rus t  vec tor ,  as computed i n  the  RGS equations, corrected f o r  t h e  
down range ( cen t r a l  angle) t raveled.  Furthermore, t h i s  d i f fe rence  in ve- 
h i c l e  p i t c h  or ien ta t ion  seems t o  increase from 0.2' a t  LO+25O seconds 
t o  0.6' at  LW320 seconds. 

It was thus concluded t h a t  the  IMU Y-gyro malfunctioned during the  
f l i g h t  r e su l t i ng  i n  a p i t ch  down ro t a t ion  of the platform. To evaluate  
t h e  rate and magnitude of t h i s  ro t a t ion ,  the Z - a x i s  accelerometer e r r o r  
h i s tory  w a s  used i n  combination wi th  the X - a x i s  accelerometer data. 
ure 2-1 presents the  detailed method used t o  evaluate the o r i en ta t ion  

Fig- 



2-5 

e r ror .  
were used i n  order t o  minimize the e f f e c t s  of noise on the data. 

Note t h a t  three d i f fe ren t  smoothing in t e rva l s  ( 5 ,  1 0 ,  1 5  seconds) 

A s  is suggested i n  the f igure,  two platform d r i f t  rates a r e  apparent, 
a p i t ch  down dr i f t  of 33.4 deg/hr s t a r t i n g  at 195 seconds, followed by a 
d r i f t  of 10.5 deg/hr s t a r t i n g  at L0+243 seconds. 

The accuracy of t h e  above prediction was evaluated and t h e  GT-3 m i s -  
sion w a s  reconstructed using corrected summed accelerat ion and gimbal an- 
g l e  data. The r e s u l t s  a r e  discussed i n  the  following section. 

Additional support of t he  conclusions suggested above w i l l  come from 
detailed inspection and t e s t  of the platform as well as analysis  of I G S  
performance during reentry.  

2.2.2 Mission Reconstruction - Platform Data Corrected.- Fig- 
u re s  2-3 through 2-6 present the  reconstruction r e s u l t s  following re- 
moval of the  suspected platform drift  e r ror .  Recall from the  previous 
sect ion t h a t  the  e r r o r  being removed is  a p i t ch  down d r i f t  of the p la t -  
form of 33.4 deg/hr between LW195 and L0+243 seconds and a 10.5 deg/hr 
d r i f t  from LW243 seconds through the  end of f l i g h t .  

Figures 2-3 and 2-4 present t h e  e f f ec t s  of t h e  d r i f t  e r ro r  on t h e  
X- and Z-accelerometer data. 
sumed resu l ted  i n  regeneration of the ent i re  SFZ e r r o r  h i s tory  t o  within 
4 fps .  
SFX e r r o r ,  as determined by STL, i s  shown. Note t h a t  a t  SECO, 17.5 fps  
of the  X-acceleration e r ro r  i s  due t o  the  platform drift hypothesized. 
Table 2-1 presents t he  I C s  posit ion and ve loc i ty  e r ro r s  a t t r i b u t a b l e  t o  
t h e  simulated platform dr i f t  a t  several  d i f f e ren t  times during f l i g h t .  
The magnitude of these posi t ion and veloci ty  e r ro r s  should readi ly  em- 
phasize t h e  s e n s i t i v i t y  of t he  IGS equations t o  navigation e r rors .  
c a l l  t h a t  t he  I C s  p i t ch  a t t i t u d e  e r ror  was l imi t ed  a t  +6O from L0+290 sec- 
onds t o  SECO. 

Note i n  figure 2-3 tha t  the d r i f t  r a t e s  as- 

In  f igure  2-4 t h e  contribution of t h e  platform dr i f t  e r ro r  t o  the 

Re- 

Figure 2-5 presents a his tory of t h e  radial ve loc i ty  generated dur- 
ing the  reconstruction, which included correct ion f o r  IMU d r i f t .  
'we 2-6 note the  iqroveolent i o  t h e  agrement between the tnree-axis 
reference system (TARS) and the  IGS a t t i t u d e  e r ro r  following correct ion.  
The corrected IGS p i t ch  a t t i t u d e  e r ror  reaches maximums of 2.7O and 2.2' 
a t  LO+300 and LW330 seconds. These a re  la rge ly  the  r e s u l t  of t he  scale  
f ac to r  and bias e r ro r s  remaining i n  t h e  I G S  data. 
i n  a l a t e r  sect ion,  e r r o r s  of approximately 20 fps ,  100 ft, and 15 fps  
i n  i n e r t i a l  ve loc i ty ,  radius ,  and radial ve loc i ty  remain i n  t he  data fo l -  
lowing correction of gyro dr i f t .  

In  f ig -  

As w i l l  be discussed 
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The most s ign i f icant  conclusions which can be drawn as a r e s u l t  of 
t h e  d r i f t  removal and reconstruction are as follows: 

(a )  The drift hypothesized reproduces the  STL SFZ e r r o r  t o  within 
4 fps .  

( b )  Removal of t h e  dr i f t  e r ro r  reduces the  IGS p i t ch  a t t i t u d e  e r r o r  
t o  a value l e s s  than 3' i n  t h e  time period between L0+300 and L0+330 sec- 
onds. 

( c )  Removal of t he  d r i f t  e r r o r  r e s u l t s  i n  IGS system performance 
between 2 sigma and 3 sigma (see discussion of i n j ec t ion  conditions, 
sect ion 2.3.4). 

2.3 Discussion of Ascent Fl ight  Reconstruction 

Several overa l l  observations concerning the  techniques used i n  re-  
construction are per t inent .  The f irst  concerns t h e  l i n e a r  in te rpola t ion  
scheme used t o  derive data between data acquis i t ion  system (DAS) frames. 
While t h i s  technique i s  adequate f o r  the purposes of navigation, 
figure 2-7 w i l l  ind ica te  t h a t  the  s tage I1 guidance s t ee r ing  equations 
are extremely sens i t ive  t o  the  assumption. Observe t h a t  the i n f l i g h t  
resul ts  are smoother than the  reconstructed r e s u l t s .  Further attempts 
a t  reconstruction should probably include some type of polynomial f i t  t o  
the data i n  order t o  remove the  apparent noise which i s  induced. 

Secondly, addi t iona l  a t t en t ion  should be given t o  t i m e  alinement of 
gimbal angle data ,  espec ia l ly  during periods of higher  vehicle r a t e s  
(0.5 deg/sec) because t h e  a t t i t u d e  e r ro r  t r aces  ind ica te  severa l  areas 
where the  i n f l i g h t  and t h e  reconstructed a t t i t u d e  e r r o r  t r a c e s  d i f f e red  
by 0.2' t o  0.5' ( see  sect ion 2.3.1). 

Fina l ly ,  reconstruction of t he  intermediate computation cycle  times 
should be done w i t h  t h e  best accuracy a t t a inab le  i f  pos i t ion  in tegra t ion  
errors are t o  be avoided. Section 2.3.2 w i l l  ind ica te  t ha t  t h e  l a rges t  
posit ion difference obtained near SECO on the X - a x i s  i n  the Operational 
Program was approximately 200 ft .  
of t h i s  type of e r r o r  w i l l  be eliminated w i t h  MF-3 MOD I1 (Gemini 4 )  
because of t h e  addi t iona l  accuracy i n  t h e  telemetered time-in-mode ( t )  
parameter from the  ICs. 

It is  f e l t  t h a t  a considerable portion 

In  summary, it i s  f e l t  that  addi t ional  e f f o r t  should be d i r ec t ed  at  
improving t h e  f l i g h t  reconstruction in  above areas i n  order t o  eliminate 
some of t h e  differences seen between the  i n f l i g h t  and reconstruction 
r e s u l t s .  
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The remainder of t h i s  sect ion describes and explains t h e  various 
data obtained from the  f l i g h t  and through reconstruction. 
i n t o  t h e  following general  areas of discussion: 

It i s  divided 

(a) Gimbal angle and a t t i t u d e  e r ro r  behavior. 

(b )  Posi t ion and ve loc i ty  comparisons. 

( c )  Platform azimuth alinement. 

( d )  IGS in jec t ion  conditions. 

( e )  Navigation accuracy. 

( f )  Inser t ion  ve loc i ty  adjust  rout ine ( I V A R )  and incremental ve- 
l o c i t y  indicator  ( I V I  ) operation. 

( g )  IGS d i sc re t e s  and l i f t - o f f  synchronization. 

Section 2.3.4 describes the  predicted in jec t ion  conditions t h a t  
would have been achieved i f  switchover t o  the  IGS had occurred on t h i s  
f l i g h t .  
correct ions.  
ences i n  time between the  RGS and IGS generated SECO d i sc re t e s .  
t a i l -o f f  impulse deficiency measured on t h i s  f l i g h t  is  a l s o  discussed. 

Section 2.3.6 descr ibes  the predicted e f f ec t  of the  IGS IVAR 
Section 2.3.4 contains addi t iona l  detai l  on the  differ- 

The 

2.3.1 Gimbal Angle and Atti tude Error Behavior.- Comparison of the  
tab l is ts  and p l o t s  of t he  data derived from the  f l i g h t  and from the 
f l i g h t  reconstruction revealed no s igni f icant  differences i n  IGS a t t i -  
tude e r ror .  

Over t he  e n t i r e  f l i g h t ,  the  Operational Program simulation repeated 
t h e  f l i g h t  r e s u l t s  t o  within 0.2'. The r o l l  a t t i t u d e  e r r o r  provided the 
only exception, and t h a t  was during t h e  r o l l  program due t o  s l i g h t  d i f -  
ferences i n  timing. Attempts at  p lo t t ing  the in f l igh t  and the  reconstruc- 
t i o n  r e s u l t s  on the same graph paper were abandoned because the r e s u l t s  
were p rac t i ca l ly  ident ica l .  

It i s  suggested t h a t  sect ion 111-A of reference 2 be reviewed because 

The following paragraphs w i l l  explain and discuss the  chesac- 
many of the comments m a d e  i n  t h a t  section are equally applicable t o  t h i s  
repor t .  
t e r i s t i c s  seen i n  the  r o l l ,  yaw, and p i t ch  channels during t h e  mission. 

2.3.1.1 Roll Channel: A t  10 seconds p r io r  t o  launch, t h e  r o l l  g i m -  
ba l  angle w a s  within one quanta (0.036') of the angle desired by the  I G S .  
Thus the  i n i t i a l  estimate of platform misalinement as obtained from the 
gimbal angle data was +0.01'. Figure 2-8 compares the  IGS and TARS r o l l  
a t t i t u d e  e r r o r  throughout the launch. 
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Immediately following launch the  r o l l  e r r o r  goes t o  +0.7' and t h e  

r o l l  gimbal angle goes t o  78.48' (see t a b l e  2-11). 
lar t o  t h a t  observed on GT-2 and i s  probably due t o  engine o f f s e t .  

This e f f e c t  i s  s i m i -  

Inspection of t h e  r o l l  gimbal angle da t a  ( table 2-11) ind ica tes  t h a t  
a 12.9' r o l l  program w a s  desired by t h e  IGS and t h e  magnitude of t h e  r o l l  
maneuver as seen i n  t h e  IGS r o l l  gimbal angle data i s  12.67'. 

Between L0+20 and LO+l5O seconds, t h e  difference between t h e  IGS 
and TARS er ror  s igna ls  increases s ign i f icant ly .  This i s  a t t r i b u t e d  t o  an 
approximate 40 deg/hr TARS r o l l  gyro d r i f t  which i s  within spec i f ied  
3 sigma (83 deg/hr) l i m i t s .  The change o r  s h i f t  seen i n  t he  r o l l  e r r o r  
at  L0+80 seconds i s  due t o  t h e  l a rge  yaw a t t i t u d e  change of t h e  vehicle 
and t h e  coupling of vehicle r a t e s  i n t o  t h e  r o l l  channel ( see  ref.  2 ,  
sect ion I I I - A - 1 ) .  

A t  L0+153 seconds the  change i n  r o l l  a t t i t u d e  e r r o r  is  due t o  s tage I 
shutdown and t h e  removal of t h e  r o l l  engine misalinement disturbing moment 
present i n  the  s tage I engines. 

During s tage I1 operation, t h e  r o l l  e r r o r  increased a l i t t l e  over 1' 
ind ica t ing  t h a t  t h e  r o l l  d r i f t  r a t e  which w a s  present i n  the  TARS system 
during s tage I had a reduced e f f ec t  during s tage 11. 

2.3.1.2 Yaw Channel: The i n f l i g h t  and t h e  reconstructed yaw at t i -  
tude e r r o r  i n  f igures  2-9(a) and 2-9(b) are p rac t i ca l ly  iden t i ca l .  

The IGS yaw a t t i t u d e  e r r o r  a t  launch i s  -0.1'. A s l i g h t  buildup i s  
seen i n  t h e  differences between t h e  TARS and the  IGS commands between 
l i f t -o f f  and L0+150 seconds. 
ing i n t o  t h e  yaw channel as t h e  vehicle p i tches  over. 

This i s  a t t r i bu t3d  t o  the  r o l l  e r ro r  couD1- 

Between L0+40 and LO+100 seconds a d e f i n i t e  tendency t o  l i m i t  cycle  
o r  o s c i l l a t e  i s  noted i n  t h e  yaw a t t i t u d e  e r r o r  data. The source of t h i s  
o sc i l l a t ion  i s  not known but it i s  worthy of addi t iona l  inves t iga t ion  be- 
cause it i s  evident i n  both t h e  TARS and IGS e r r o r  s igna ls .  A similar 
o s c i l l a t i o n  w a s  observed during t h e  GT-2 f l i g h t .  Subsequent investiga- 
t i o n  by t h e  Gemini launch vehicle contractor indicated t h i s  t o  be caused 
by wind shear e f f e c t s .  

Following staging t h e  yaw gimbal angle changes from -1.48' t o  -0.04' 
responding t o  t h e  e f f e c t s  of s tage I1 engine and center-of-gravity o f f se t s .  

The primary system re turns  t h e  vehicle t o  t h e  proper yaw a t t i t u d e  as 
i s  evidenced by t h e  yaw gimbal motion between ~ 0 + 1 8 0  and L0+210 seconds. 
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The meaning of t h e  near n u l l ,  yaw a t t i t u d e  e r ro r  during stage I1 gui- 
dance i s  very s ignif icant .  
vehicle i s  del iver ing a 1.5' t o  -1.0' a t t i t u d e  e r ro r  s igna l  from t h e  TARS 
package during t h i s  period. 
e f f ec t s  of t h e  center-of-gravity misalinement. 

The primary system which is  control l ing the  

This error  s igna l  i s  required t o  o f f s e t  t h e  

I f  t h e  IGS were t o  control  t h e  vehic le ,  a similar a t t i t u d e  e r ro r  
would be required from the  IGS system. Thus, i f  the  IGS were performing 
guidance, t h e  vehicle would assure a yaw gimbal a t t i t u d e  which would pro- 
vide a s i m i l a r  e r ro r  s ignal .  The r e su l t  of t h i s  would be a deficiency i n  
out-of-plane veloci ty  correction which has already been demonstrated i n  
the  GT-3 Performance Report ( r e f .  3 ) .  This deficiency has been corrected 
i n  Math Flow 6 which i s  scheduled t o  f l y  with Gemini V.  

2.3.1.3 Pi tch Channel: With the exception of t he  pi tch gimbal an- 
g l e  change following stage I1 guidance i n i t i a t i o n ,  t h e  p i tch  gimbal angle 
behaved as expected. 

IGS a t t i t u d e  e r rors  obtained during stage I guidance were generally 
less than 3'. The deviations seen in t h e  TARS and IGS er ror  up t o  
L0+150 seconds (see f i g .  2-10) a re  a t t r ibu ted  t o  d r i f t s  i n  the  TARS 
package which put t he  vehicle on a high t ra jec tory .  

A t  162.5 seconds the  vehicle pi tch r a t e  i s  discontinued i n  t h e  pr i -  
mary system. However, the IGS system continues the  t h i r d  pi tch rate un- 
til guidance i n i t i a t i o n ,  hence the  IGS p i t ch  a t t i t u d e  e r ror  increases t o  
2.1' during t h i s  period. 
e r r o r  increases t o  22.7' r e f l ec t ing  the  large vehicle p i tch  a t t i t u d e  cor- 
rec t ion  being requested by t h e  IGS system. 

A t  guidance i n i t i a t i o n  the  IGS pi tch a t t i t u d e  

A fundamental difference in  s teer ing philosophy between the  primary 
and backup system i s  evident here. 
primary system pi tches  the  vehicle a t  a m a x i m u m  r a t e  of -2 deg/sec, where- 
as t h e  IGS i s  delivering a +6' a t t i t ude  e r ro r  t o  the  vehicle. 
IGS been performing guidance, the  vehicle p i t ch  r a t e  may have assumed 
values as la rge  as 9 deg/sec (based on autopi lot  gain constants) as t h e  
IGS maneuvered t h e  vehicle t o  the  proper p i t ch  a t t i t ude .  

Between L0+175 and L0+185 seconds the 

Had the  

I n  t h e  period between L0+185 and ~ 0 + 2 6 0  seconds the  IGS e r ro r  s ignal  
was less than 2' and within expected deviations.  

The l a rge r  a t t i t ude  e r r o r  differences following m+260 seconds can 
be explained by t h e  e r ro r s  i n  IGS posit ion and veloci ty  components. The 
IGS navigation components were corrected fo r  t he  IMU d r i f t  e r ro r  (see 
sect ion 2.2.2) and t h e  mission w a s  reconstructed t o  evaluate the  e f f ec t s  
of t h e  e r r o r  on IGS commanded pi tch a t t i t u d e  and a t t i t u d e  e r ror  (see ta-  
b l e  2-111). AT L0+300 seconds it was determined tha t  t h e  commanded p i tch  
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a t t i t u d e  changed from -0.189 radians t o  -0.074 radians following correc- 
t i o n .  
8 . 8 O  t o  approximately 2.8O. 

This reduced t h e  IGS p i t c h  a t t i t u d e  e r r o r  a t  L0+300 seconds from 

N e a r  SECO, t h e  computations based on t h e  corrected navigation com- 
ponents indicated t h e  p i t ch  a t t i t u d e  e r r o r  was reduced from 12.6O t o  
approximately 2.3'. 

Inspection of t a b l e  2-111 will ind ica te  t h a t  at L0+300 seconds t h e  
e r r o r  i s  la rge  because of I G S  s e n s i t i v i t y  t o  a t t i t u d e  (measuring) e r r o r s  
and at L0+330 seconds t h e  IGS i s  sens i t i ve  t o  r a d i a l  ve loc i ty  measurement 
e r rors .  Observe t h a t  a t  L0+300 seconds t h e  a l t i t u d e  and r a d i a l  ve loc i ty  
differences i n  t h e  t a b l e  are approximately 2100 f t  and 62 f p s ,  respec- 
t i ve ly .  
and 120 fps .  

AT L0+330 seconds t h e  same di f fe rences  a re  approximately 5000 f t  

From t a b l e  2-111 t h e  conclusions can be drawn t h a t  removal of the  
IMU d r i f t  anomaly w i l l  reduce t h e  IGS p i t c h  e r r o r s  t o  acceptable l i m i t s .  

2.3.2 Position and Velocity Comparisons.- Table 3-IV compares t h e  
i n f l i g h t  DAS navigation da ta  with s i m i l a r  da t a  derived from mission 
reconstruction. 

Inspection of t h i s  data ind ica tes  t h a t  a bi t - for-bi t  comparison was 
not obtained i n  e i t h e r  case nor i s  it immediately obvious t h a t  one simu- 
l a t i o n  provides a b e t t e r  reproduction of t he  f l i g h t  than the  other .  

The la rges t  posi t ion d i f fe rences  between the f l i g h t  r e s u l t s  and 
those obtained through reconstruction i s  seen i n  the X-component of t h e  
Operational Program run (200 f t  at L0+355 sec ) .  
t h a t  t h e  Operational Program r e s u l t  i s  within 25 f t  of t he  FORTRAN r e s u l t .  
The majority of t h e  200 f t  difference i s  a t t r i b u t e d  t o  DAS t i m e  quantiza- 
t i o n  (25 300 fps  x 0.015 seconds = 380 f t ) .  Note t h a t  IGS time is biased 
7.6 msec i n  t h e  reconstruction so as t o  minimize t h i s  type of e r ro r .  
explains why t h e  reconstruction da ta  X-position i s  l a rge r  than t h e  cor- 
responding i n f l i g h t  data.  

Inspection w i l l  show 

That 

The reconstructed v e l o c i t i e s ,  i n  a l l  cases ,  are within 0.4 f p s  of the  
f l i g h t  values. 
l o c i t y  data  can a l so  be found i n  t h e  t a b l e .  The most s ign i f icant  increase 
i n  differences i s  noted on t h e  Z-axis where the  Operational Program d i f -  
ference increases t o  0.30 fps .  However, it i s  f e l t  t h e  r epea tab i l i t y  i s  
excel lent  considering t h e  f a c t  t h a t  any navigation e r r o r  i s  in te rpre ted  
as a platform misalinement and used t o  recompute the  i n i t i a l  navigation 
conditions. 

The e f f e c t s  of the azimuth update on t h e  pos i t ion  and ve- 
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The reasons why a bit-for-bit  reconstruction of the  f l i g h t  data w a s  
not obtained are many. Several of the more s igni f icant  f ac to r s  will be 
discussed; however, t he  flmdamenfal l imi ta t ion  i s  in- the telemetry area, 
i n  tha t  a l l  the inputs  t o  the ICs a r e  not monitored. The data which was 
not ava i lab le  thus  had t o  be reconstructed and supplied as an input t o  
t h e  Operational Program. This analysis used l i n e a r  interpolat ion between 
data poin ts ,  and as exhibited i n  the stage I1 p i t ch  a t t i t u d e  e r r o r ,  a 
more sophis t icated f i t  should be used which w i l l  remove the  apparent noise 
induced by l i n e a r  interpolat ion.  

The second assumption used in  t h i s  analysis  is  t h a t  a l l  telemetry 
data is  va l id  a t  t he  telemetered time from l i f t - o f f  in  t h e  ascent m o d e .  
T h i s  assumption i s  acceptable f o r  the  summed accelerat ion data, but the  
gimbal angles,  ve loc i t i e s ,  posi t ions,  e t  ce t e ra ,  a l l  require  spec ia l  
treatment ( t i m e  tagging) i n  order t o  conform w i t h  t h e  t i m e  from l i f t - o f f  
t i m e  base. 

A t h i rd  fac tor  i s  t h e  accuracy t o  which computation cycle times can 
be reconstructed.  
cycle exact ly  will a l s o  f r u s t r a t e  attempts a t  bi t - for-bi t  r epea tab i l i t y .  

Fa i lure  t o  reconstruct the  t i m e  of each computation 

The manner i n  which the  DCS constants a r e  loaded in to  the simulation 
a l s o  contr ibute  s l i g h t l y  t o  the  differences.  The DCS parameters were 
loaded i n  decimal and following conversion t o  o c t a l  it w a s  noted that  
they d i f f e red  from the o c t a l  value loaded f o r  f l i g h t  i n  the least s igni-  
f i c a n t  b i t .  

I n  summary it i s  f e l t  t h a t  bit-for-bit  repea tab i l i ty  under the pre- 
ent  set of circumstances would be rather d i f f i c u l t  t o  achieve, and cer- 
t a i n l y  would requi re  a considerable amount of time and manpower t o  over- 
come some of the  obstacles mentioned above. 

It i s  f e l t  t h a t  both the  FORTRAN and the  Operational Program r e s u l t s  
produced acceptable reconstruction of the f l i g h t  parameters and it is  
thought t h a t  a limited amount of e f f o r t  i n  the a rea  of f i l t e r i n g ,  or  
smoothing the data and intermediate computation cycle reconstruction 
would r e s u l t  i n  a reduction i n  t h e  differences noted. 

The decision as t o  whether a FORTRAN o r  Operational Program simula- 
t i o n  should be used f o r  f l i g h t  reconstruction is  probably somewhat arbi- 
t r a r y  i n  terms of the type of repea tab i l i ty  obtained. 
simulation would point out any s ignif icant  GDC e r ro r s  should one occur 
during f l i g h t .  The r e a l  problemmight rest i n  the  diagnosis of what IGS 
l o g i c a l  operations failed and at what point in  t i m e .  

Certainly e i t h e r  

Although the re  is good agreement between the accuracy of FORTRAN and 
Operational Fvogram reconstruction, there are other  reasons which make it 
more des i rab le  t o  use the Operational Progrem for performing any *her 
reconstruction. 
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Among t h e  more s ign i f i can t  reasons i s  the  f a c t  t h a t  i f  there i s  a 
scal ing e r ro r ,  t h e  FORTRAN w i l l  never show t h i s .  
simulation readi ly  i d e n t i f i e s  t h i s  f a c t  and p r i n t s  it out on the output 
l i s t i n g  t e l l i n g  the exact computation which has overflowed. 
ena has been cons is ten t ly  noted i n  our Operational Program p re f l igh t  simu- 
l a t i o n  where FORTRAN w i l l  work f o r  any range of var iables  because it i s  
i n  f loa t ing  point ari thmetic whereas the Operational Program failed under 
ce r t a in  conditions. 

The Operational Program 

This  phenom- 

Another reason f o r  using the Operational Program is t h a t  it contains 
a great dea l  of detail  log ic  which is  not in  the FORTRAN mechanization of 
the  equations. 
a FORTRAN reconstruction. This is especial ly  true w i t h  respect  t o  the 

Any f a i l u r e  i n  t h i s  detai l  logic  w i l l  not be detected by 

various subroutines such as M D I U ,  DCS,  DAS, TRS, Sin-Cos, Tan-', Square 
Root, Table Look-Up, Polynomial Solution fo r  Reentry, Log, Error Angle, 
Gimbal Angle, Angle Limiting, Root Sum, Accelerometer, Clock, Frame 
Change, Ladder Output, Go--No-Go, AGE, and Rendezvous Radar Smoothing 
and Table Storage. 

These two items a r e  f e l t  t o  be a s igni f icant  reason f o r  mission re- 
construction using t h e  ac tua l  program which f l e w ,  although it might be 
desirable t o  perform the  preliminary reconstruction wi th  FORTRAN t o  ge t  
a f e e l  f o r  t h e  accuracy of the guidance and navigation computations. 

2.3.3 Platform Azimuth Alinement.- Reconstruction of the in- f l igh t  
DAS data  indicated t h a t  the  platform r o l l  gimbal angle,  at the t i m e  of 
platform re lease ,  was within-one quanta (0.036') of the value desired by 
the  IGS. 
manded r o l l  gimbal angle was 77.786'. 

The value read by t h e  GDC w a s  77.796 (2161 quanta) and t h e  com- 

The i n f l i g h t  r e s u l t s  indicated .both azimuth updates were received 
and properly used by t h e  GDC. 
ment values obtained from t h e  reconstructions.  The d i f fe rence  i n  m i s -  
alinement estimates a f t e r  t he  140-second update i s  less than 9 a r c  sec- 
onds and would contr ibute  l e s s  than a 1 fps  out-of-plane ve loc i ty  
difference at SECO. 

Table 2-V l is ts  t h e  platform azimuth a l ine-  

It is s ignif icant  t o  note tha t  a platform misalinement of -0.52' 
(31.2')  w a s  computed as a r e s u l t  of t he  airborne azimuth updates even 
though the platforms' r o l l  gimbal or ien ta t ion  at platform release was 
set t o  w i t h i n  0.01' of t h e  value desired.  
t ha t  t h e  buildup of platform azimuth or ien ta t ion  e r ro r s  from the  launch 
pad t h r u s t  mount, up through t h e  launch vehicle  and spacecraft  t o  the 
IMU and i n t o  the  stable element w a s  near the expected 3 sigma l i m i t s .  

T h i s  would tend t o  ind ica te  

The following e r ro r  sources and contr ibut ions were used t o  def ine 
the expected 3 sigma azimuth alinement accuracy fo r  t h i s - f l i g h t :  

- 1  
i 
I 
1 

- 1  
I 
1 I 

I 
I 

- 1  
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I .  

I 

Source 

Launch pad th rus t  mount or ientat iona 

GLV t o  t h r u s t  mount alinementa 

GLV t w i s t a  

GLV/SC mechanical in te r face  

IMU t o  SC alinement 

Cube t o  IMU case alinement 

Resolver t o  C.O.D. e r ror  

RSS Total  

Arc minutes 

f 12 

f 3  

*32 

- 
* 6.1 
f 1.6 

f10 

f36.3 
Note t h a t  ARU readout and alinement e r r o r s  are not included above 

s ince the  r o l l  angle as read by the GDC was within O.0lo of the value 
desired. Observe t h a t  although the i n f l i g h t  determined misalinement i s  
within t h e  3 sigma l i m i t ,  t h e  tab le  does ind ica te  t h a t  subs tan t ia l  a l ine-  
ment e r r o r s  axe required pr ior  t o  the  spacecraft  in te r face  t o  produce the  
r e s u l t s  obtained during f l i g h t .  

2.3.4 I G S  Inject ion Conditions.- Table 2-VI presents the IGS meas- 
ured in j ec t ion  conditions obtained during the  f l i g h t  and those obtained 
v i a  reconstruction. For addi t ional  comparison the  suspected platform 
d r i f t  e r ro r  was removed from the  accelerometer data and an addi t iona l  re- 
construction performed. 
umn 3.  Column 4 l i s t s  the  quoted inser t ion  conditions obtained from t h e '  
f l i g h t  f o r  comparison wi th  the ICs r e s u l t s .  

These r e su l t s  are l i s t e d  in  the  table i n  col- 

In  pa r t i cu la r  note t h e  differences between the  quoted and t h e  IGS 
f l i g h t  values of veloci ty ,  a l t i t ude ,  and radial veloci ty .  A similar com- 
parison of the  quoted values'and the  IGS corrected (column 3 )  data will 
provide an indicat ion of t he  e f f ec t s  of the IMU anomaly on I G S  navigation. 
Observe t h a t  the  differences indicated between columns 3 and 4 would sug- 
gest  t h a t  the IGS navigation e r rors  were wi th in  2 si- i n  the absence of 
t h e  platform anomaly. 

Had a switchover t o  the I G S  been accomplished ear ly  during f l i g h t ,  
it is  thought t h a t  the  IMU anomaly would have resu l ted  i n  the following 
conditions at  SECO + 20: 

&Martin Cmpany Report WGD-70, Misalinemert of GLV/SC In te r face  from 
8 5 O ,  dated  an. 30, 1964. 
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v = 25 657 fps 

R = 21 429 800 ft 

I' = -0.33' 

Vp = -147 fps  

A l l  of t h e  above numbers are based on the per turbat ions suggested 
by table 3-VI .  
approximately 46 000 f t  and apogee approximately 10 000 ft. 

The in jec t ion  condition would r e s u l t  i n  lowering perigee 

It i s  thought the IVAR correct ions following inser t ion  would be 
approximately +l7 f p s  s ince the  ve loc i ty  magnitude measured i n  t h e  IGS 
would be some 17 fps  short  of the  targeted value because of the  deficiency 
seen i n  cut-off impulse (Ico) during f l i g h t .  

ve loc i ty  and a l t i t u d e  would be approximately equal t o  the values desired 
s ince the IGS w a s  doing guidance. 
raise perigee approximately 6000 f t  and apogee by 50 000 f t ,  r e su l t i ng  
i n  a f i n a l  o rb i t  w i t h  apogee 40 000 f t  higher and perigee 40 000 f t  lower 
than tha t  targeted. 

The IGS-measured radial 

Applying the  17 fps  correct ion would 

Comparison of t h e  predicted t r a j ec to ry  conditions w i t h  the  go--no-go 
c r i t e r i a  a t  inser t ion  suggests t h a t  t he  spacecraft  o rb i t  would have re- 
su l ted  i n  a go condition. 

2.3.5 Navigation Accuracy.- The data which is  used t o  support and 
l u s t i f y  the  statements contained i n  t h i s  sect ion w a s  obtained from the 
STL ana lys i s  of t h e  IMU tracking er rors .  

It is  noted t h a t  t he  IGS performance was outside predicted 3 sigma 
values because of the  IMU gyro d r i f t  anomaly experienced during f l i g h t .  
STL analysis  indicated IGS X- and Z-axis ve loc i ty  and posi t ion e r r o r s  t o  
be +bo fps ,  -125 fps ,  +lo00 f t ,  and -8000 f t ,  respect ively a t  SEC0+20. 

Correcting the  IGS accelerometer data f o r  t he  IN gyro d r i f t  anomaly 
resu l ted  i n  IMU performance which was within 2 sigma of the  expected re- 
s u l t s  (see previous sect ion and t a b l e  2-VI). 

The out-of-plane ve loc i ty  computed by the  IGS performed exce l len t ly .  
The e r r o r s  were wi th in  1 sigma. 
demonstrated the  operation of the I G S / R G S  azimuth update equations,  w i t h  
t he  airborne updates correct ing f o r  O . V o  of platform azimuth misalinement. 

The out-of-plane ve loc i ty  a t  SECW20 also 

2.3.6 IVAR and I V I  Operation.- Verbal repor t s  of t he  I V I  readings 
followinR SEC0+20 co r re l a t e  w e l l  w i t h  the  r e s u l t s  obtained v i a  pos t f l i gh t  - 
reconstruction. Table 2-VI1 contains a sequent ia l  l i s t  of I V I  and f l i g h t  
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. 

director indicator  (FDI) readings which were obtained i n  the  FORTRAN re- 
construction. 
i d e n t i c a l  r e s u l t s .  
obtained via i n f l i g h t  DAS a lso  resul ted i n  a good agreement. 

The Operational Program reconstruction produced almost 
Comparison of the FDI readings tabulated wi th  those 

A sample V calculat ion i s  included below i n  order t o  i l l u s t r a t e  
ga 

why the  I V I  readings were small i n  r e l a t ion  t o  t h e  veloci ty  e r r o r s  i n  t h e  
Y-computational ax i s :  

V = (V,) 2 A; + VF - V + ( R  - RF) 
ga 

where: at L0+364.9 seconds 

V 
ga 

vR 

vF 

RF 

A; 

Y 

v 

R 

= Horizontal veloci ty  t o  gain t o  reach apogee 

= Radial ve loc i ty  (147.3 f p s )  

= Targeted ve loc i ty  (25 699 f p s )  

= I G S  measured veloci ty  (25 702.6 fps )  

= Targeted a l t i t u d e  (21 437 800 ft) 

= IGS measured a l t i t u d e  (21  449 153 ft) 

= R a d i a l  ve loc i ty  perturbation cMfficiCrit (-0.0004243 sec/f't) 

= Radius magnitude perturbation coef f ic ien t  (-0.000898 fps / f t )  

Subst i tut ing i n  the above equation r e s u l t s  i n  

Thus at ~0+364.g seconds, t he  IGS indicated a ve loc i ty  reduction of 24 f p s  
w a s  required t o  cor rec t  the  apogee a l t i t u d e .  The individual contr ibut ions 
due t o  radial veloci ty ,  ve loc i ty  magnitude, and a t t i t u d e  e r ro r  were 9.2, 
4.6, and 10.1, respect ively.  
t h e  horizontal  ve loc i ty  correction, required t o  compensate for t h e  147 f p s  
radial ve loc i ty  e r r o r ,  i s  only 9.2 fps .  

O f  par t icu lar  significance is the  f a c t  t h a t  

An analysis  w a s  done t o  determine t h e  po ten t i a l  e f f ec t s  of the IGS- 
I V A R  correct ions had they been applied t o  the  spacecraft .  A t  L0+372 sec- 
onds it was noted that  t h e  IGS indicated 28 fps  should be subtracted from 
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t h e  spacecraf t ' s  ve loc i ty  t o  cor rec t  apogee. During the  separation man- 
euver, 10  fps is normally added; so, e f fec t ive  reduction of inser t ion  ve- 
l o c i t y  is  18 f p s .  Thus 18 fps  would have been subtracted from the  space- 
c r a f t ,  lowering t h e  apogee by 9 n. m i .  H a d  t he  indicated perigee correc- 
t i o n  ( V  = 6 f p s )  been applied a t  apogee, perigee would have been raised 

3 n. m i .  The operat ional  and the  FORTRAN reconstructions indicated t i m e -  
to-apogee ( T  

gP 

) was L0+2562 and ~0+2561 seconds, respect ively.  AP 
IGS Discretes and Lift-off Synchronization.- Table 2 - V I 1 1  pre- 2.3.7 

sen ts  a l i s t  of t he  various d i s c r e t e  events issued o r  control led by t h e  
I C s .  Table 2 - I X  presents a detailed breakdown of t h e  I G S  data used t o  
assess  computer l i f t - o f f  synchronization. Detail is  provided which de- 
f i n e s  how t h i s  data i s  used and what assumptions were m a d e  i n  the  deter- 
mination l i f t - o f f  synchronization. The analysis  indicated l i f t - o f f  sync 
was obtained 2 msec la te  and the uncertainty on t h i s  number is fl5 msec. 

The I G S  indicated value of SECO t i m e  was L0+333.628 seconds. It is  
understood tha t  a d i sc re t e  measurement on telemetry indicated t h i s  dis- 
c r e t e  came up a t  Lm333.618 * 0.1 seconds. 
incompatible. Two s i tua t ions  are suggested which could cause t h i s  in- 
congruity. 
haps t h i s  quantity must be biased i n  t h e  other  d i r ec t ion ,  t h a t  i s ,  
L0+333.618 (+0.100, -0.000) seconds. The second s i t u a t i o n  would be a s l i g h t  
e r ro r  i n  t h e  I G S  clock such t h a t  the GDC i s  running ahead of real  t i m e .  The 
type of e r r o r  t he  incongruity suggests i s  approximately 10 msec. The 
accuracy of t h e  GDC clock i s  such t h a t  a 20 msec e r ro r  might be obtained 
a f t e r  330 seconds of operation (60 ppm x 330 seconds). 

Off-hand, the two numbers are 

Per- The f irst  i s  the  accuracy of t h e  333.618 second f igure.  

It is  understood the R G S  SECO was generated a t  L0+333.727 seconds. 
L e t  us  now explore whether the  333.628 f igure  suggested by t h e  I G S  is  
reasonable. F i r s t  of a l l ,  it i s  noted t h a t  t he  I G S  suffered from a navi- 
gation e r ro r  of +16 fps  (ve loc i ty  magnitude, see table 2-VI) which would 
account f o r  66 msec of ear ly  delivery.  Secondly, t h e  I G S  tk (SECO time 

bias) constant contains a correct ion of 16 msec t o  account f o r  expected 
navigation and guidance e r ro r s .  The s i tua t ion  normally expected i s  one 
where t h e  IGS measured ve loc i ty  i s  approximately 3 fps  short  of what is 
ac tua l ly  achieved. 
account f o r  t h i s  po ten t i a l  e r ror .  This  is  added t o  the  66 msec figure. 
The remaining difference i n  SECO generation could be a t t r i b u t e d  t o  t h e  
uncertainty i n  del ivery of t he  d i sc re t e ,  t22 msec based on a 44 msec fast 
loop duration during the  SECO countdown. 

Thus the I G S  SECO d i s c r e t e  i s  del ivered ea r ly  t o  

Figure 2-11 p lo t s  t he  GDC ve loc i ty  magnitude following SECO from the  
corrected F O R V  run. 
t h a t  a veloci ty  deficiency occurred i n  cut-off impulse (Ico). 

This  p lo t  w i l l  be used t o  support t he  conclusion 
The cor- 

rected FORTRAN run data ing ' t he  e f fec ts  of t he  
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platform d r i f t  anomaly presents a be t te r  estimate of the  ac tua l  inser t ion  
conditions. It is f e l t  t h a t ,  although a ce r t a in  amount of measurement 
e r ro r  s t i l l  remains i n  t h e  data presented, it w i l l  not a f f e c t  the conclu- 
s ions reached. 

Note on figure-2-ll that I G S  measured ve loc i ty  at  ~0+333.660 seconds 
is  25 702.63 fps .  Also a t  SECDc20,the ve loc i ty  i s  25 702.22 f p s ,  Be- 
cause of the proximity of t h e  vehicle t o  perigee a t  t h i s  t i m e ,  t h e  only 
parameter a f fec t ing  the  ve loc i ty  magnitude i s  t h r u s t  accelerat ion.  Thus, 
over t h e  above t i m e  i n t e rva l ,  it i s  noted tha t  a 99.59 fps  impulse can be 
a t t r i b u t e d  t o  t h r u s t  acceleration. 

We now considered the f a c t  t h a t  the primary system issued the  SECO 
d i sc re t e  a t  LO+333.727 seconds. The expected impulse following t h i s  time 
is equivalent t o  0.445 second of engine operation (0.427 engine impulse 
+0.018 second GLV r e l ay  de lay) .  The separation in  time between the  point 
where t h e  IGS read t h e  accelerometers and t h e  point where the RGS deliv- 
ered the SECO d i sc re t e  is  0.067 second. 
impulse from ~0+333.660 seconds t o  SEC0+20 i s  equivalent t o  0.512 seconds 
(0.445 + 0.067) of engine operation. 

Thus the  expected IGS measured 

Assuming th rus t  accelerat ion of 240 fps2 near SECO, one would then 
expect a measured AV of 123 fps.  As already pointed ou t ,  the  ac tua l  
measured AV was  only 99.6 fps .  Thus it is concluded tha t  t h e  measured 
impulse is far short  of what was actual ly  expected. A deficiency equiv- 
a l en t  t o  100 msec of engine operation i s  suggested by the  above data. 
Th i s  of course implies t h a t  IGS time over t h i s  i n t e rva l  ( t i m e  as deter-  
mined by the  IGS clock) has no errors .  
deficiency would f u r t h e r  aggrevate the inconsistency. It i s  suggested 

Correcting IGS t i m e  t o  reduce t h i s  

t h a t  t h i s  whole area be further investigated i n  
real-time synchronization e r ro r s  and t h e  ac tua l  

2.4 Conclusions 

The following conclusiolis are formed based 
and documented i n  t h i s  repor t :  

order t o  iden t i fy  IGS/ 
deficiency i n  I co 

on the  analysis  performed 

(a)  
d i g i t a l  computer (GDC) or  i t s  output during t h e  ascent port ion of t h e  
m i  ss ion. 

No discrepancies can be found i n  t h e  operations of the  Gemini 

(b )  A s ign i f icant  navigation e r ro r  was introduced by an IMU anomaly 
during the  mission. 
platform Y-gyro which r e s u l t s  i n  a p i tch  down of the i n e r t i a l  element. 
The platform dr i f t  rates are predicted t o  be as follows: 

This  anomaly i s  thought t o  be a malfunction i n  the 
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10.5 deg/hr from L0+243 seconds through SECO. 

( c )  Removal of the  above IMU anomaly from the  IGS data, and subse- 
quent reconstruction of the mission indicated the  IGS system navigation 
e r ro r s  would have been less than 2 sigma in  t h e  absence of the IMU anomaly. 

( d )  The IGS p i t ch  a t t i t u d e  e r ro r  under the  above conditions would 
have been l e s s  than 2.7' a t  L0+300 seconds. 

( e )  The pos i t ion  and ve loc i ty  data obtained during f l i g h t  was re-  
constructed t o  within 200 f t  and 0.4 fps.  

( f )  Behavior of the I G S  a t t i t u d e  e r ro r  s igna ls  was i n  general  dupli- 
cated t o  within 0.2O.  The l imited I G S  e r ro r  s igna l  following LO+290 sec- 
onds i s  a t t r i bu ted  t o  t h e  IMU anomaly. Removing the  anomaly from the I G S  
data r e s u l t s  i n  a maximum IGS computed p i t ch  e r r o r  at L0+330 seconds of 
+2.70. 

( g )  The IGS was successful i n  accepting the  airborne azimuth updates 
and reducing what could have been a po ten t i a l  200 fps  out-of-plane ve loc i ty  
e r r o r  t o  one less than 5 fps.  The calculated platform misalinement on t h i s  
f l i g h t  w a s  on t he  order of 0.5'. 

( h )  Reconstruction of t he  IGS operations in  t h e  IVAR area indica te  
t h a t  good agreement exis ted between the  airborne values noted and t h e  re- 
constructed values. 

( i) Error i n  IGS inser t ion  condition w i t h  and without t he  IMU anom- 
a ly  a r e  as follows : 

With anomaly Without anomaly 

13 
7000 
140.0 

0.3123 

20.55 
-28 

11.38 
0.0432 

The numbers quoted above, without anomaly, do include the remaining 
scale factor ,  bias, alinement, and drift e r ro r .  Only the  Y-gyro d r i f t  
was removed from t h e  accelerometer data p r io r  t o  reconstruct ing the 
mission. 

( 3 )  The IGS data indica tes  l i f t -o f f  synchronization w a s  established 
late by approximately 0.002 second. 

. 
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(k) The 100 msec separation between the  RGS and ICs issued SECO dis- 
c re t e s  is a t t r ibu ted  t o  the  I G S  navigation error .  

(1) IGS veloci ty  data following SECO supports the  conclusion t h a t  
a 100 msec deficiency was measured in  stage I1 engine cut-off impulse. 

2.5 Recomnendations 

The analysis  performed did not r e s u l t  i n  any recommendations i n  the  
GDC a rea  o r  i t s  program; however, t h e  following recommendations a re  made 
i n  t h e  IMU area: 

(a) Review IMU t e s t  h i s tory  t o  evaluate whether any data or  evidence 
was avai lab le  p r io r  t o  f l i g h t  concerning the  impending malfunction. 

(b)  Review component tes t  his tory t o  determine whether t he  component 
was  exposed or  subjected t o  some operation or  event which could have con- 
t r i bu ted  t o  the  malfunction. 

( c )  Assess current t e s t  procedures t o  determine t h e i r  adequacy in  
regard t o  discovering the  malfunction which occurred. 
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Vx ( F l t  sim), fps  

vX (Corr) , f p s  

AVX ( E r r o r ) ,  fps 

AVx (STL),  f p s  

Vy ( F l t  sim), fps 

vy (Corr) , f p s  

AVy ( E r r o r ) ,  fps 

TABLE 2-1.- IGS NAVIGATION E R R O R S ~  

i o  555.67 14 934.29 

i o  555.67 1 4  932.69 

0.00 1.60 

+ii .50 17 * 50 

-2 965.66 -188.98 

-2 965.55 -172.00 

0.00 -16.98 

Parameter I m+180.078 sec l  L0+251.594 sec I L0+299.938 sec 

AVy (STL), fps 

Vz ( F l t  sim), fps  

vz ( c o r r ) ,  f p s  

AVZ ( E r r o r ) ,  fps 

X ( F l t  sim) , f t  

1.00 -14 .OO -60.00 

-213.83 -224.10 -228.98 

-213.83 -224.07 -228. go 

0.00 -0.03 -0.08 

764 787 1 664 442 2 491 586 

i g  667.90 

19 660.11 

7.79 

29 .oo 

1 927.40 

1 988.97 

-61.57 

x (Cor r ) ,  ft 

AX (Er ro r ) ,  f t  

764 787 1 664 430 

0 12  

Y ( F l t  s i m ) ,  f t  

Y (Cor r ) ,  ft 

AY (Er ro r ) ,  f t  

2 491 355 

231 

-21 219 044 

-21 219 044 

0 

-21 332 704 

-21 332 402 

-302 

-136 565 

-136 565 

-21 291 924 

-21 289 857 

-2 067 

-147 536 

-147 533 

Z ( F l t  s i m ) ,  f t  

z (Corr) , ft 

AZ (Er ro r ) ,  ft 

-120 867 

-120 867 

0 

L0+330.766 sec 

0 

24 693.76 

24 677.36 

16.40 

41.00 

3 556.76 

3 675.54 

-118.78 

-116.40 

-3 

-223.32 

-223.15 

-0.17 

3 168 595 

3 168 003 

592 

-21 208 274 

-21 203 526 

-4 748 

-154 565 

-154 559 

-6 

25 294.07 

25 276.48 

17-59 

43 .OO 

4 540.55 

4 668.75 

-128 -20 

-124 .OO 

-215.33 

-215.15 

-0.18 

3 909 573 

3 908 471 

1 102 

-21 088 500 

2 1  080 024 

-8 476 

~~ 

-160 950 

-160 939 

-11 

%his t a b l e  is  designed t o  show the  e f f e c t  of t he  platform gyro (stable element) d r i f t  anomaly 
on I C s  navigation and t o  compare t h e  r e s u l t s  following co r rec t ion  w i t h  the  e r r o r s  suggested by STL 
analysis .  

F l t  sim - Flight reconstruct ion r e s u l t s .  

Corr 
Error - F l t  sim r e s u l t s  minus co r r .  r e s u l t s .  
STL - Errors as computed by STL. 

- Results of f l i gh t  reconstruct ion following co r rec t ion  fo r  platform drift .  



TABLF. 2-11.- GIMBAL ANGLES AND ATTITUDE ERRORS 

Time from 
l i f t - o f f ,  

sec 

-10 

-4 

3 

22 

50 

75 

100 

150 

155 

160 

168 

180 

200 

250 

300 

330 

Pi tch ,  deg 

'b 

89.96 

89.96 

go. 11 

90 * 07 

70.63 

53.75 

39.89 

23.54 

21.27 

20.12 

19.58 

-1.76 

-8.21 

-7.09 

-7.56 

-7.60 

AeLv 

0 

0.03 

.13 

.03 

.14 

-.05 

1.87 

2.37 

1.29 

1.28 

22.69 

5.45 

-.96 

1.58 

9.36 

12.69 

'b 

-0.14 

-.14 

-.14 

-.43 

- 07 

-.07 

-1.69 

-1.48 

-0.04 

-.Ob 

.04 

.47 

.22 

* 25 

.22 

.11 

Yaw, deg 

A$LV 

-0.15 

-.14 

- .12 
-.43 

a31 

.35 

-1.18 

-0.77 

.65 

.69 

-.12 

.28 

0 11 

.20 

.16 

.14 

Gimbal angles ( O b ,  JI,, e,) and a t t i t u d e  e r r o r s  (ABLv. 
from DAS f l i g h t  data .  

'b 

77.80 

77.80 

78.48 

91.15 

90.76 

90.50 

90.14 

88.96 

87.52 

87.52 

87.52 

87.66 

87.66 

87.41 

86.83 

86.11 

R o l l ,  deg 

4, 

77.79 

77.80 

77.80 

90.70 

90.67 

90.56 

90.43 

90.25 

90.24 

90.23 

90.21 

90.21 

90.21 

90.21 

90.21 

90.20 

2-21 

LV 

-0.03 

0 

.68 

.48 

.09 

-.lo 

-.35 

-1.36 

-2.72 

-2.71 

-2.69 

-2.56 

-2 55 

-2.80 

-3.33 

-4.05 

WLV, were obtained 

The commanded angles (ON, JI,, ON) were obtained as a result of mission 
reconstruct ion.  

a Commanded gimbal angles a r e  not l i s t e d  a t  these  times s ince  t h e  parameter 
as computed by t h e  IGS has no meaning with respec t  t o  t h e  f l i g h t .  
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TABLE 2-111.- PITCH ATTITUDE ERROR ANALYSIS~ 

L0+290.188 seconds L0+299.938 seconds M+330.766 seconds 

Parameter F l igh t  s i m .  
( b )  

Corrected 
( C )  

Corrected 
( C  1 

? l i g h t  s i m .  
(b )  

Corrected 
(C 1 

x, f t  

Y ,  f t  

z ,  f t  

vx, fps  

vy, fps  

VZ’ fps  

R ,  f t  

v ,  fps  

AVE’ fps  

TG, sec 

Q6 -- 

vp, fps  
- 
B, rad  

Bgn, rad 

Wpr, radlsec 

Bn, rad 

2 305 596 

-21 308 487 

-145 308 

18 507.34 

1 473.73 

-228.23 

21  433 351 

18 567.33 

7 163.11 

. 44.282 

0.441249 

527.24 

-0.07 537 

.12606 

.00721 

- .12781 

2 305 433 

-21 306 962 

-145 306 

18 501.05 

1 523.36 

-228.16 

21 431 817 

18 565.07 

7 159.12 

44.255 

0.441287 

477.23 

-0.06840 

.12608 

.00482 

- .06163 

2 491 587 

21 291 923 

-147 536 

i g  667 .go 

1 927.40 

-228.98 

21 437 718 

19 763.44 

5 967.38 

34.456 

0.451002 

373.17 

-0.06461 

.09517 

.01160 

-. 18892 

2 491 355 

!I 289 857 

-147 533 

i g  660.11 

1 988.97 

228 .go 

!1 435 639 

19 761.79 

5 950.46 

34.391 

0.451192 

311.12 

-0.05435 

.09523 

.00607 

-.07366 

3 168 594 

-21 208 273 

-154 565 

24 693.76 

3 556.76 

-223.32 

21 444 223 

24 949.59 

753.74 

3.338 

0.513686 

132 -73 

-0.19334 

.00734 

.oi l60 

-. 20483 

3 168 003 

21 203 526 

154 558 

24 677.36 

3 675.54 

-223.15 

21 439 441 

24 950.58 

748.32 

3.316 

0.515591 

12  * 97 

-0.03350 

.00736 

.00607 

- ~ 3 5 8 9  

beLv (Recon), deg 6.00 1.642 8.767 2.718 12.615 2.268 

beLV ( F l i g h t ) ,  de 5.746 9.366 12.690 

%=cause of t h e  l a r g e  I C s  navigation e r r o r  during t h i s  mission, t h e  suspected gyro d r i f t  
(see note ( c )  below) w a s  removed from t h e  accelerometer and gimbal angle d a t a  and t h e  mission 
was then reconstructed. 
t h e  reconstructed and t h e  corrected e r r o r s  i n  order  t o  evaluate  t h e  e f f e c t s  of  t h e  IMU anomaly 
on t h e  GDC output. 

The i n f l i g h t  p i t c h  a t t i t u d e  e r r o r  ( A 0  ) may thus  be compared with LV 

bFlight sim d a t a  obtained from FORTRAN reconstruct ion.  

‘These r e s u l t s  were obtained by removing t h e  following platform d r i f t  e r r o r :  p i t c h  down 
33.4 deglhr between L0+195 and L0+243 seconds; p i t c h  down of LO+lO deglhr  between LW243 sec- 

’ onds and SEGO. 
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TABLE 2-IV.- POSITION AND VELOCITY COMPARISON 

Condition 

Prior  t o  platform 
re lease  

After platform 
re lease  

After l i f t - o f f  
(L0+2,438 sec ) 

Before update 
(L0+102.984 s e c )  

Between updates 
(L0+127.156 sec)  

Following updates 
(~~148.922 sec ) 

After  l i f t - o f f  
(M+201.438 sec ) 

Pr ior  t o  SECO 
(L0+330.766 s e c )  

A t  SEC0+20 
(L0+355.203 sec)  

A t  SEC0+25 
(~0+360.031 sec ) 

Source of 
da t  8 

Fl ight  
FORTRAN 
Op. Prog . 
Fl ight  
FORTRAN 
Op. Prog. 

F l igh t  
FORTRAN 
Op. Prog. 

F l igh t  
FORTRAN 
op. Frog. 

F l igh t  
FORTRAN 
op. Prog. 

F l igh t  
FORTRAN 
op. Prog. 

F l igh t  
FORTRAN 
op. Prog. 

F l igh t  
FORTRAN 
op. Prog. 

F l igh t  
FORTRAN 
op. Prog. 

F l igh t  
FORTRAN 
op. Prog. 

F l i g h t  
FORTRAN 
Op. Prog. 

X 

-17 328 
-17 325 
-17 324 

-15 396 
-15 393 
-15 393 

-9 116 

-9 116 
-9 113 

183 912 
183 968 
183 967 

299 908 

299 961 
299 949 

458 544 
458 574 
458 587 

1 001 920 
1 001 916 
1 001 938 

3 168 636 
3 168 594 
3 168 623 

3 240 144 
3 240 108 
3 240 136 

3 787 219 
3 787 394 
3 787 419 

3 909 64e 
3 909 573 
3 909 595 

Posi t ion ,  f t  

Y 

-20 909 920 
-20 909 916 
-20 909 917 

-20 909 920 
-20 909 916 
-20 909 917 

-20 909 948 
-20 909 945 
-20 909 948 

-20 997 052 
-20 997 049 
20 997 064 

-21 052 568 
-21 052 546 
-21 052 559 

-21 117 148 
-21 117 106 
-21 117 115 

-21 273 868 
-21 273 798 
-21 273 801 

-21 308 344 
-21 208 273 
-21 208 274 

-21 197 924 
-21 197 855 
-21 197 857 

-21 110 180 
-21 110 071 
-21 110 075 

-21 088 568 
-21 088 500 
-21 088 503 

Z 

-56 184 
-56 178 
-56 184 

-56 780 
-56 772 
-56 780 

-58 712 
-58 107 
-48 714 

-98 720 

-98 714 
-98 716 

-108 248 
-108 254 
-108 226 

-114 200 

-114 162 
-114 188 

-125 500 
-125 500 
-125 449 

-154 552 
-154 565 
-154 477 

-155 188 
-155 200 
-155 110 

-159 892 
-159 909 
-159 810 

-160 936 
-160 950 
-160 850 

Velo$ity, f p s  

vX 

1 282.36 
1 282.36 
1282.38 

1 282.34 
1282.44 
1 282.45 

1 282.33 
1 282.42 
1 282.44 

3 825.15 
3 826.18 
3 826.31 

5 956.34 
5 956.33 
5 956.52 

8 805.00 
8 805.01 
8 805.17 

11 668.31 
11 668.18 
11 668.33 

24 693.99 
24 693.76 
24 693.72 

25 327.23 
25 326.97 
25 326.95 

25 318.45 
25 318.12 
25 318.12 

25 294.34 
25 294.07 
25 294.08 

Fl ight  - DAS f l i g h t  d a t a  

FORTRAN 

Op. b o g .  - Operational Program f l i g h t  reconstruct ion r e s u l t s  

- FORTRAN f l i g h t  reconstruct ion r e s u l t s  

0 
0 
0 

-0.02 
.11 
.12 

-24.15 
-23.98 
-23.98 

968.82 
.1 968.67 
.1 968.49 

.2 621.21 

.2 621.31 

.2 621.09 

.3 353.03 

.3 353.29 

.3 353.03 

.2 148.72 

.2 148.81 

.2 140.60 

3 557.03 
3 556.76 
3 556.98 

3 730.73 
3 730.47 
3 730.68 

4 394.75 
4 394.84 
4 395.07 

4 540.76 
4 540.55 
4 540.78 

vZ 

-395.46 
-395.46 
-395.39 

-394.92 
-394.94 
-394.91 

-394.58 
-394.60 
-394.57 

-360. oc 
-360.05 
-359 -88 

-311.27 
-311.41 
-311.05 

-230.81 
-230.83 
-230.51 

-210 * 75 
-218.9; 
-218.57 

-223.14 
-223.3; 
-222.97 

-220.82 
-221.01 
-220.6: 

-216.13 

-215.87 

-215.21 
-215.3; 

-216.2: 

-214.91 
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FORTRAN r e s u l t s ,  
radians 

-ENTIA? 

Operational Program r e s u l t s ,  
radians 

TABLE 2-v . - PLATFORM AZIMUTH MISALINEMENT~ 

0.0001347 

- .0091635 

- .0091106 

Time  period 

0.0001759 

- .0092567 

- . O O g 1 5 1 1  

Platform re lease  

104 sec update 

1 4 4  sec update 
I I 

a STL analysis indicated platform azimuth misalinement t o  be approxi- 
mately -0.52'. 

Values of VZG received by t h e  IGS v i a  DCS from t h e  Burroughs sys- 

tem were -348.5 fps  a t  l o5  seconds and -199.0 f p s  a t  145  seconds. 

Differences between t h e  f i n a l  FORTRAN and Operational Program re-  
s u l t s  above mounts t o  approximately 9 a rc  seconds o r  equivalently a 
1 f p s  out-of-plane ve loc i ty  e r r o r  a t  SECO. 



I 
I 
I 
I 
I 
I 
I 
I 

I 
I 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

TABU 2-VI.- I C s  I N J E C T I O N  CONDITIONS 

[ A t  approximately SECO + 20: LO+355.203 sec]  

I G S  
f l i g h t  values 

(a) 

25 318.45 

4 394.75 

-216.13 

3 787 219 

-21 110 180 

-159 892 

25 697.95 

2 1  447 804 

146.73 

b2. 66 

0.3273 

Op. Program 
econstruction 

( e )  

25 318.12 

4 395.07 

-215.87 

3 787 419 

21 110 075 

159 810 

25 697.65 

21 447 722 

146.62 

2.66 

0.3089 

I G S  da ta  corrected 
for gyro d r i f t  

( a )  

25 300.54 

4 522.93 

216.07 

3 786 376 

-21 102 213 

159 898 

25 702.55 

2 1  439 813 

18.10 

2.97 

0 a 5 7 3  

Quoted 
inser t ion  condi t ion 

( e )  

25 682 

2 1  439 841 

6.72 

- 

0.015 

I G S  parameters l i s t e d  were obtained from i n f l i g h t  DAS data. a 

bOut-of-plane ve loc i ty  w a s  obtained from op. Program reconstruct ion.  

‘Op. Program r e s u l t s  were derived from reconstruct ion of t h e  mission using DAS 
gimbal angle and accelerometer data .  

‘This d a t a  was derived by reconstructing t h e  f l i g h t  and removing t h e  gyro d r i f t  
e r r o r .  It w a s  assumed a pitch-down drift of 33.4 deg/hr occurred between 195 and 
243 seconds and a d r i f t  of i o  a e g b  occurred from 243 seconds through t h e  end of 
f l i g h t .  

values  are based on values obtained from NASA on Apr i l  7 ,  1965. 



2-26 

TABLE 2-v11.- IVAR OPERATIONS' 

[IVI and FDI Readings] 

Time from 
l i f t - o f f ,  

sec 

354 

356 

358 

360 

362 

364 

366 

368 

37 0 

37 2 

I V I  readings, f p s  

I V I  -x 

-16.7 

-16.9 

-17 -8  

-19 -3  

-21.8 

-22.8 

-24 e3 

-26.2 

-27.4 

-28.9 

I V I - Y  

-1.7 

-1.6 

-1.4 

-1.3 

-1.9 

3 -0 

2.7 

2 -7 

1.1 

3.9 

IVI-z 

-3.3 

-3.3 

-3.7 

-3.6 

0.5 

1.6 

1.3 

-1.36 

-2.0 

-2 -7 

Spacecraft a t  t i tude  
e r r o r s ,  deg 

P i tch  

-173 

-17 4 

-174 

-17 5 

17 5 

17 2 

17 5 

-17 5 

-17 5 

-17 4 

Yaw - 
-12 

-12 

-11 

-11 

-21 

-1 9 

-16 

-14 

-1 5 

-1 5 

Roll 

85 

86 

86 

86 

67 

37 

11 

-14 

-21 

-3 

FORTRAN reconstruction r e s u l t s  presented. Opera- a 
t i ona l  Program r e s u l t s  are p rac t i ca l ly  i d e n t i c a l  t o  t h e  
above. See discussion i n  sec t ion  2.3.6. 

Convent ion : 

IVI-z 

-aft -left -down 

- I V I - x  I V I - Y  

+forward +r ight  +up 



. 

ime from l i f t - o f f ,  sei 

( a )  

0 

10.180 

20.436 

22.972 

88.448 

105,200 

105.391 

119.290 

146.516 

167.986 

333.628 

354.503 

TABLE 2-VII1.- IGS DISCRETE EVENTS 

Event 

Platform re lease  

L i f t  -off 

Rol l  program i n i t i a t e  

Rol l  program termination 

S t a r t  p i t c h  s t e p  I 

S t a r t  p i t c h  s t e p  2 

Gain change 

Receipt of f i r s t  update 
(value - 348.5 ips )  

S t a r t  p i t c h  s tep  3 

Receipt of second update 
(value - 199.0 f p s )  

Time s tage I1 guidance 
i n i t i a t e  

I C s  SECO 
(uncertainty * 7.6 msec) 

IVAR i n i t i a t i o n  
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Comments 
~ ~ -~ 

Based on reconstruct ion of t h e  IGS posi- 
t i o n  and v e l o c i t y  d a t a  i n  t h e  t i m e  per- 
iod p r i o r  t o  platfonn release through 
l i f t - o f f .  

Table 2-IX w i l l  i n d i c a t e  t h a t  t h e  IGS 
l i f t - o f f  sync was la te  by approximately 
2 msec. 

Corrected based on d a t a  l i s t e d  i n  
reference 4. 

Corrected based on d a t a  l i s t e d  i n  
reference 4. 

Corrected based on d a t a  l i s t e d  i n  
re ference  4. 

Corrected based on d a t a  l i s t e d  i n  
reference 4. 

Corrected based on d a t a . l i s t e d  i n  
reference 4.  

Time quoted is  DAS time i n  mode when up- 
d a t e  i s  seen on te lemetry.  

Corrected based on d a t a  l i s t e d  i n  
reference 4. 

Time quoted i s  DAS t i m e  i n  mode when up- 
d a t e  is seen on te lemetry.  

T ime  quoted i s  t h e  time at which a t t i -  
tude e r r o r  s igna ls ,  generated by t h e  
IGS stage I1 equations, are first sent  
t o  t h e  au topi lo t .  

Time quoted i s  based on t h e  GDC c lock 
reading j u s t  a f t e r  t h e  SECO d i s c r e t e  is 
issued. It is  assumed that t h e  I C s  
c lock i s  p e r f e c t l y  sychronized with 
l i f t - o f f .  

Time i s  again quoted t o  r e f l e c t  t h e  t i m c  
a t  which IVAR a t t i t u d e  errors are f i r s t  
displayed. 

‘All  times are quoted based on GDC clock readings.  The times are not corrected f o r  lift- 
>ff sync e r rors .  
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Range time, 
G . m . t . ,  sec 

51 849.625 
51 852.025 
51 861.624 
51 868.823 

51 871.223 
51 873.623 
51 876.022 
51 981.611 
51 984.011 
51 986.411 
51 988.811 

51 991.210 
51 993.613 
51 996.010 

51 998.410 
52 000.809 

52 003.209 

52 010.408 

52 015.208 
52 017.608 
52 022.407 
52 051.204 

52 080.002 
52 082.401 
52 084.801 

52 111.199 
52 113.598 

52 005.609 

52 012.808 

52 053.604 

52 156.794 
52 175.993 
52 183.192 
52 190.391 
52 192.791 
52 204.790 

TABLE 2-IX.- LIFT-OFF SYNCHRONIZATION WORK SHEET 

IGS t i m e  
i n  mode 

(a1 

9.7656 
12.0781 
21.7812 
28.8594 

31.2500 
33.6563 
36.0625 
141.6563 

146.5156 

153.7656 

144.0781 

148.9219 

151.3438 

156.1406 

158.5469 
160.9531 

163.3438 
165.7189 
170.4531 
172.85 93 

177.6719 
182.5469 
211.2813 
213.7500 

242.5156 
244.9844 
271.2812 

316.8906 
336.1406 

350.4531 
352.9688 

364.8150 

175.2656 

240.0625 

273.7500 

343.2969 

Flow tag 

114 036 
54 001 
114 036 
54 001 
54 001 
54 001 
54 001 
54 001 
54 001 
114 122 
114 122 

114 036 
114 036 

114 036 

114 036 
114 036 

114 122 
114 122 
54 001 
54 001 
54 001 
54 001 
114 036 
54 001 
114 036 
54 001 
114 122 
114 036 

114 122 
114 036 
114 122 
114 036 
114 122 
54 001 
114 036 

54 001 

Frame sync 
i n i t i a t i o n  

t i m e  
(b) 

9.879 
12.279 
21.878 
29 077 
31.477 
33.877 
36.276 
141.865 
144.265 
146.665 
149.065 

151.464 
153.867 
156.264 

158.664 
161.063 

163.463 
165.863 
170.662 
173.062 
175.462 
177.862 
182.661 
211.458 
213.858 
240.256 
242.655 
245.055 

271.453 
273.852 
317.048 
336.247 
343.446 
350.645 
353.045 
365.044 

I G S  t i m e  i n  mode - IGS ccrmputed elapsed t i m e  f r w  a 

(15.6 msec).  

IGS frame sync 
recognition 

( C  1 

9.8746 
12,2941 
21.8902 
29.0754 
31.4660 
33.8723 

141.8723 
144.2941 
146.6756 
149.0819 

151.4528 
153 .8746 

36.2785 

156.2496 

158.6559 

163.5038 
165.8789 
170.6691 

161.0621 

173 07 53 
17 5.4816 
177.8879 

211.4973 
213 .e590 
240.2785 

245.0934 

271.4412 
273.8590 
317 .a506 
336.2496 
343.4569 

353.0778 

182.6559 

242.6756 

350.6691 

365.0910 

.ift-off, quantized 

Difference 
(dl  

-0.004 
.015 
.012 

- .002 
e- .011 - .005 

.003 

.007 

.029 

.OlO 

.017 

.008 

e- .014 

- .001 
.Ob1 
.016 
.007 
.013 
.01g 
.026 
.005 
.039 
.001 
.023 
.021 
.033 

.007 

.003 

.003 

.011 

.024 
* 033 
.Ob7 

e- .011 

=- .oog 

e- .012 

bh.ame sync i n i t i a t i o n  time - Elapsed t i m e  from launch when frame sync was i n i t i a t e d .  
Computed i n  the following manner: 

Range t i m e  (from t a b l e )  
- L i f t - o f f  t i m e  (51 840.064 seconds) 
+Delay between range t i m e  and frame sync (318 msec) 

Total =Frame sync i n i t i a t i o n  t i m e  
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TABLE 2-1X.- LIFT-OFF SYNCHRONIZATION WORK SHEET - Concluded 
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‘IGS frame sync recogni t ion - IGS t i m e  a t  which frame sync was recognized i n  t h e  GDC. 
Computed by adding t h e  A t  
1 /0  which recognized t h e  frame sync d iscre te )  t o  IGS t i m e  i n  mode. 
t i o n s  were thus  added t o  IGS time i n  mode: 

(from t h e  clock i n  IGS executor t o  t h e  frame sync t e s t  i n  t h e  
The following correc- 

Flow t a g  t (msec) 

114 036 109 
114 122 160 

54 001 216 

dThe d i f fe rence  represents  t h e  apparent l i f t - o f f  synchronization e r r o r  and i s  ob- 
ta ined  by subt rac t ing  IGS frame sync recognition from t h e  frame sync i n i t i a t i o n  time. 
To use t h i s  d a t a  properly,  it must be understood t h a t :  

a. 

b. The DAS frame sync d iscre te  is  t e s t e d  by t h e  IGS at approximately 

IGS time i s  quantized t o  15.6 msec. 

50 msec i n t e r v a l s .  

The frame sync request  remains on f o r  a maximum of 75 msec or  un- 
til it is recognized by the  IGS. 

c .  

Thus t h e  negative numbers i n  t h e  s i x t h  column are most representa t ive  of frame sync 
accuracy. The negative s ign  implies the IGS w a s  l a t e  i n  recognizing l i f t - o f f .  The 
l a r g e s t  negative number represents  a s i tua t ion  where t h e  IGS recognized t h e  frame sync 
d i s c r e t e  as soon as it comes up and the IGS t i m e  i n  t h a t  same frame possessed t h e  l a r g e s t  
possible  quant izat ion e r r o r  (15.6 msec). 
156 seconds following l i f t - o f f ,  we ar r ive  a t  t h e  conclusion t h a t  t h e  IGS w a s  approximately 
2 msec la te  i n  l i f t - o f f  time determination. 

Assiming both these  condi t ions occurred at 

eyfThe d i f fe rence  between t h e  la rges t  negative and t h e  l a r g e s t  p o s i t i v e  values should 
be approximately 65 msec. 
explained above. 
i n i t i a t e d  j u s t  a f t e r  t h e  IGS completed i t s  tes t  on t h e  d i s c r e t e  and a f u l l  50 msec had t o  
e lapse before  it w a s  recognized. 
no quant izat ion e r r o r  occurred in  t h e  telemetered quant i ty  - IGS time i n  mode. 

The la rges t  negative number, of course, represents  t h e  s i t u a t i o n  
The l a r g e s t  pos i t ive  number would imply t h a t  t h e  DAS sync request w a s  

Similar ly  t h e  l a r g e  p o s i t i v e  number would suggest t h a t  
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3. O GT-3 REENTRY POSTFLIGHT ANALYaS 

This sect ion presents the  r e s u l t s  of the  reconstructed operation of 
t h e  spacecraft  onboard computer during the reent ry  phase of-the GT-3 
f l i g h t .  
alies occurred i n  the  computer during the  reent ry  portion of the mission. 

The purpose of t h e  reconstruction was t o  ver i fy  t h a t  no anom- 

The study w a s  made using the  Operational Program simulation, which 
executes a Gemini program on the 7090 D P S  i n  f ixed point ar i thmetic  and 
26-bit word length. 
data were used as inputs t o  the program. 
reconstruction are given f o r  reference i n  table 3-1. 

The accelerometer outputs from the  f l i g h t  telemetry 
The DCS quan t i t i e s  used i n  the 

3.1 Summary of Results 

Table 3-11 contains a comparison of t h e  reconstructed data and t h e  
telemetry data at  the  end of retro,  a t  a navigated a l t i t u d e  of 400 000 f t  
at  i n i t i a t i o n  of guidance, and at a point beyond the  cut-off of guidance. 
The differences are considered t o  be negl igible  f o r  t he  purposes of the 
reconstruct ion,  and the  reasons f o r  t he  differences are explained i n  para- 
graph 3.3. 

O f  more s ignif icance than the individual  differences a re  t h e  t o t a l  
dispers ions i n  posi t ion and velocity defined as follows: 

(a)  Posi t ion 
longitude (dr, 6 4 ,  

i n  feet  is defined 

E2 = (sr)* 
P 

The pos i t ion  e r r o r  
611 f t .  

(b)  -Velocity 

e r ro r  - Given differences i n  rad ius ,  l a t i t u d e ,  and 
and 68 , respect ively)  , the  t o t a l  pos i t ion  e r ro r  ( E  ) 

by the  re la t ion  
P 

+ (60 x 6076 x ~ $ 1 ~  + (60 x 6076 x cos 4 d e l 2  

a t  time-in-mode 1372.875 seconds, f o r  example, i s  

e r ro r  - Given differences i n  ve loc i ty ,  f l ight-path an- 
g l e ,  and heading (WE, b y ,  and d$,, respec t ive ly) ,  the  t o t a l  ve loc i ty  
e r r o r  (E: ) i n  feet per second is defined by the r e l a t i o n  V 

('E &I2 + ('E 'Os 57.3 

The ve loc i ty  e r ro r  a t  t i m e  1372.875 seconds i s  found t o  be 0.438 fps.  

c 
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For t h e  purposes of t he  reconstruction, r e t r o f i r e  time can be e s t i -  
mated with extremely good accuracy a s  follows. 
e t r y  data fo r  which the  time-in-mode i s  571.531 seconds. Examination of 
t he  platform readings SFX, SFy, and SF f o r  t h i s  frame show t h a t  r e t ro -  
f i r e  most probably d id  not occur p r i o r  t o  the  reading of the accelero- 
meters. Furthermore, the  flow t a g  corresponding t o  t h i s  telemetry frame 
shows t h a t  the program w a s  executing preliminary navigation equations 
p r io r  t o  calculat ing gravi ta t iona l  accelerat ion.  Therefore, the time- 
to-go-to-retrofire (T  ) d i sc re t e  must have gone negative somewhere between 

t h e  reading of the clock at  571.531 seconds, and the  sensing of t he  TR 
discre te .  Use of t h i s  assumed r e t r o f i r e  t i m e  has allowed equavalent t o  
a time error of 15 msec, which is  t h e  m a x i m u m  obtainable accuracy due t o  
DAS t i m e  resolution. 

There i s  a frame of telem- 

Z 

R 

A n  attempt was made t o  use the  above information t o  obtain the  range 
t i m e  at  which r e t r o f i r e  occurred with the  same accuracy. 
recorded i n  t h e  telemetry frame under discussion w a s  16 405.00 seconds, 
and t h i s  number should represent range t i m e  of r e t r o f i r e  with very l i t t l e  
e r ror .  
f idence that  r e t r o f i r e  did occur at  16 405.00 seconds. 
be seen a s  follows: 

The range t i m e  

However, there  is  an anomaly i n  the range time which destroys con- 
This  anomaly can 

The first reentry telemetry frame contains a time-in-mode of 
0.884 second and a range t i m e  of 1 5  831.62 seconds (04:23:51.62 g . e . t . ) .  
The elapsed time-in-mode between t h i s  frame and r e t r o f i r e  is 571.531 - 
0.844 = 570.687 seconds. 
approximately 15  831.62 + 570.69 = 16 402.31 seconds (04:33:22.31 g .e . t . )  
and not 16 406.00 seconds (04:33:25 g.e. t .)  as indicated by the  telemetry.  
Since t h i s  discrepancy exis ts ,  it has not been found possible  t o  use t i m e -  
in-mode of r e t r o f i r e  t o  establish range t i m e  of r e t r o f i r e  with confidence. 

The range time of r e t r o f i r e  then should be 

3.2 Description of t h e  Program 

Figure 3-1 i s  a block diagram of the  program used i n  the reconstruc- 
t i o n  of t h e  GT-3 reentry.  
follows : 

The functions performed by t he  program are as 

(a) Raw da t a  - The source of t h i s  data i s  a tape ,  obtained from NASA, 
containing the onboard recorder telemetry data. The quan t i t i e s  needed 
for reconstruction, namely; t , SFx, SFy , SFZ, 4 and flow tag, were con- b 
ver ted t o  cards t o  be used as inputs f o r  the data generator program. 

(b)  Data generator program - This  program reads data cards ,  and 
breaks each DAS frame up i n t o  a reasonable number of computation cyc les ,  

. 
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i 

depending on what portion of t h e  math flow is  being used. 
t o  each computation cycle time generated, l i n e a r  in te rpola t ion  is used on 
the  accelerometer outputs t o  apportion pulses over the same computation 
cycle  times. 
data generator provides 

Corresponding 

Thus f o r  each pass through t h e  operational program, t h e  
A t c ,  FX', Fyq, FZ1 as inputs. 

I n  addi t ion,  the data generator c a l l s  a subroutine, below 400 000 f t  , 
t o  provide r o l l  gimbal angle as a function of time. 
t h i s  subroutine reads time and r o l l  angle from the telemetry t ape ,  addusts 
t h e  t i m e  associated with t h e  r o l l  angle by means of the f l o w  t a g ,  and 
s to re s  t h e  angle as a function of t i m e  in  the  form of a table. 
ceeding passes,  a table look-up routine is used t o  ca lcu la te  r o l l  gimbal 
angle f o r  input t o  the  operational program. 

The first pass through 

I n  suc- 

( c )  Main program - This program a c t s  as an executor program c a l l i n g  
subroutines t o  compute the  inputs  which are required f o r  t h e  operat ional  
program each computation cycle. 
put tape containing t h e  reconstructed f l i g h t  data. 

In addi t ion,  t h i s  program writes t h e  out- 

( d )  Control program - T h i s  program a c t s  as a communications in t e r -  
face  between the  operat ional  program and the main program. 
the  required inputs obtained by t h e  main program out of common locat ions 
and passes them on t o  t h e  simulator as requested. It a l s o  obtains  infor- 
mation t o  be pr in ted  f'romthe simulator and places it i n  common loca t ions  
t o  be used by the  main program each computation cycle. 

It s e l e c t s  

( e )  Gemini Operational Program simulator (OPS) - This  program simu- 
lates the  ins t ruc t ion  code, scaling, f ixed point ar i thmetic ,  and 26-bit 
word length of the ac tua l  Gemini computer. I n  addi t ion,  a l l  t h e  sub- 
rout ines  used by the OPS program are i d e n t i c a l  t o  those used by the real  
GDC. It accepts platform inputs ,  r o l l  gimbal angle, and computation cycle 
length  from the cont ro l  program, and generates the  reconstructed telemetry 
data each computation cycle. 

( f )  Data reduction program (DRC) - This program uses the  flow tag 
t o  time-aline the  ac tua l  f l i g h t  telemetry data so t h a t  more accurate com- 
parisons of t h i s  data with the  reconstructed data can be made. The flow 
t a g  i d e n t i f i e s  the sect ion of the  math flow i n  which the DAS frame change 
occurs,  and quant i t ies  which have not  yet  been calculated i n  the computa- 
t i o n  cycle  are reverse time-tagged wi th  one of two constant times; 
0.616 seconds during r e t r o f i r e ,  and 0.880 seconds from 400 000 ft on. 

These two times are best estimates of t h e  average computation cycle 
lengths  f o r  t h e  two segments of the math flow involved; s ince  the  ac tua l  
computation cycle var ies  somewhat about these averages, some e r r o r  i n  
time-alinement s t i l l  e x i s t s ,  and cannot be fu r the r  reduced o r  eliminated. 
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3 .3  Reasons f o r  Differences 

This  section presents a discussion of the  f ac to r s  which cause d i f -  
ferences between the  reconstructed data and the  ac tua l  f l i g h t  data. 
of these factors  w i l l  continue t o  apply f o r  fu ture  f l i g h t s ,  and m a k e  a 
bi t - for-bi t  reconstruction very d i f f i c u l t ,  i f  not impossible. 

Some 

(a)  Prere t rof i re  l i m i t  cycling - For 10 seconds p r io r  t o  r e t r o f i r e ,  
the computer accumulates platform pulses f o r  use i n  t h e  f irst  computation 
cycle following r e t r o f i r e .  I n  t h e  p r e r e t r o f i r e  countdown loop the  accel-  
erometers are read every 0.156 seconds, but come out over telemetry only 
every 2.4 seconds. Therefore, there is some uncertainty as t o  the  exact 
values of the  summed accelerat ions at  the start of the 10-second count- 
down, and t h i s  uncertainty makes it impossible t o  determine wi th  any con- 
fidence the  exact number of pulses accumulated during the countdown loop. 
I n  t he  worst case l i m i t  cycling can cause an uncertainty of up t o  5 pulses 
on each axis. 

(b )  Pulse d i s t r ibu t ion  during r e t r o f i r e  - Linear in te rpola t ion  was 
used t o  smooth the  accelerometer outputs between telemetry frames. If 
r e t r o f i r e  a t t i t u d e  i s  held constant,  and i f  the four re t rorockets  f i r e  
per fec t ly  i n  sequence, l i n e a r  interpolat ion produces negl ig ib le  e r ror .  
However, t h e  telemetry data indicates  a considerable amount of pi tching 
and yawing during r e t r o f i r e ,  coupled w i t h  a poss ib i l i t y  t h a t  some delays 
may have exis ted between t h e  end of burning of one j e t  and the start of 
the next. The contributions of these e f f e c t s  a r e  no doubt small, but 
ce r t a in ly  make exact duplication of the  telemetry data impossible. 

( c )  Reverse time-tagging - The telemetry data was time-alined by the  
DRC program described i n  section 3.2. The discussion i n  t h a t  sect ion im- 
p l i e s  t h a t  var ia t ions  i n  computation cycle length cause small e r ro r s  i n  
reverse time-tagging, which i n  t u r n  make exact comparison with t he  recon- 
s t ruc ted  data impossible. 

( d )  Computation cycle t i m e  calculat ion - Very small d i f fe rences  w i l l  
e x i s t  between the reconstructed data and t h e  telemetry data, due t o  the  
method of calculat ing computation cycle times t o  be used by the  OPS pro- 
gram. 
t i o n ,  but i s  mentioned because it makes exact bi t - for-bi t  reconstruction 
impossible.) 

(The e r ror  introduced i s  negl igible  for  purposes of t h e  reconstruc- 

The method is as follows: 

Consider two successive DAS time tl and t2. The d i f fe rence  (t2 - tl) 
i s  first tes ted  t o  establish the number of computation cycles between t h e  
two times,  ca l led  CN. Then the average computation cycle time, without 
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a frame change, is calculated from 
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where 0.073 second is  t h e  time required f o r  a frame change. 

first computation cycle  of t h e  group is given a time of (E + 0.073) sec- 

onds, and a l l  t h e  remaining ones except t he  last a time A t .  The last  
computation cycle is detemined by the difference (t - t ) minus t h e  sum 
of the  preceding times i n  order t o  assure  no accumulated time e r ro r .  

Then t h e  

- 
2 1  

( e )  I n i t i a l  condition uncertainty - The data used by t h e  reconstruc- 
t i o n  program as i n i t i a l  conditions has been converted from o c t a l  t o  deci- 
m a l .  
t o  being loaded i n t o  the  program. It i s  possible  t h a t  t he  double conver- 
sion may have resu l ted  i n  one b i t  being gained o r  l o s t ,  so t h a t  t h e  i n i -  
t i a l  conditions used by t h e  reconstruction program may have d i f f e red  from 
those used by t h e  f l i g h t  GDC by as much as 256 f t  i n  pos i t ion  and 0.25 f p s  
i n  ve loc i ty .  

The decimal numbers were then converted back t o  o c t a l  again p r io r  

This  problem can be avoided i n  the  fu ture  if  it i s  found possible t o  
obtain the  exact o c t a l  values of t h e  i n i t i a l  conditions transmitted t o  the  
spacecraf t  v i a  t he  DCS. 

3.4 Conclusions and Recommendations 

T h i s  repor t  shows t h a t  the  GT-3 t r a j e c t o r y  has been reproduced w i t h  
a t o t a l  posit ion e r r o r  of approximately 600 f t ,  and a t o t a l  ve loc i ty  e r r o r  
of approximately 0.5 fps.  These e r rors  are considered t o  be small, and 
have been a t t r i b u t e d  t o  known causes. If fu ture  missions are t o  be re- 
constructed i n  a s i m i l a r  fashion, it would be des i rab le  t o  e s t ab l i sh  
s e n s i t i v i t y  coe f f i c i en t s  t o  ver i fy  t h a t  the postulated e r r o r  sources gen- 
erate dispers ions consis tent  w i t h  those observed. A small study using 
the FORTRAN six-degrees-of-freedom program would be s u f f i c i e n t  t o  generate 
the  required s e n s i t i v i t y  coeff ic ients .  

The l a rges t  source of d i f f i c u l t y  encountered i n  the  reconstruction 
attempt w a s  i n  the area of es tabl ishing key program break-points, mainly 
the  beginning and the  end of r e t ro f i r e .  For future programs it should 
be poss ib le  t o  automate the  procedure f o r  es tab l i sh ing  these key times. 
It is  recommended t h a t  some thought be given t o  t h i s  matter before future 
reconstructions are begun. 
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TABLE 3-1.- DCS QUANTITIES USED IN FLIGHT RECONSTRUCTION 

-17 497 200 ft b =  
yER 

zER 

ym 
zER 

+T 

4 318 800 f t  

11 510 700 ft 

-5 842.5 f p s  

- - -24 928.2 f p s  

- - 
- - 

% R =  . 

246.6 f p s  

- - 21.89O N 

- - 

- eT 
KACCT = 

69.88O W 

5.7 

A0 = 74.88' 

= 0.1000975 f t / s ec /pu l se  

% = 0.0001598 f t / sec /pulse  

KX3 = 0.0000586 f t / sec /pulse  

Kyl = 0.0000592 f t / sec /pulse  

Ky2 = 0.00003415 f t / sec /pulse  

Ky3 = 0.0974979 f t / sec /pulse  

Kzl = 0.0000442 f t  /sec/pulse 

KZ2 = -0.0902948 f t / sec /pulse  

= 0.0001366 f t / sec /pulse  

-0.2618 pulse/sec 

0.230002 pulse/sec 

- 0.223328 pulse/sec 

KBA= 0 deg 

5 3  

5 4  = 

5 4  = 

Kz4 - 
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Figure 3-1 .- Reentry mission reconstruction program. 
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